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ABSTRACT
Cost estimation is a crucial field for companies developing software or software-intensive systems. Besides point estimates, effective project management also requires information about cost-related project risks, e.g., a probability distribution of project costs. One possibility to provide such information is the application of Monte Carlo simulation. However, it is not clear whether other simulation techniques exist that are more accurate or efficient when applied in this context. We investigate this question with CoBRA®, a cost estimation method that applies simulation, i.e., random sampling, for cost estimation. This chapter presents an empirical study, which evaluates selected sampling techniques employed within the CoBRA® method. One result of this study is that the usage of Latin Hypercube sampling can improve average simulation accuracy by 60% and efficiency by 77%. Moreover, analytical solutions are compared with sampling methods, and related work, limitations of the study, and future research directions are described. In addition, the chapter presents a comprehensive overview and comparison of existing software effort estimation methods.
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1. INTRODUCTION

Rapid growth in the demand for high quality software and increased investment into software projects show that software development is one of the key markets worldwide [28], [29]. A fast changing market demands software products with ever more functionality, higher reliability, and higher performance. Moreover, in order to stay competitive, software providers must ensure that software products are delivered on time, within budget, and to an agreed level of quality, or even with reduced development costs and time. This illustrates the necessity for reliable software cost estimation, since many software organizations budget unrealistic software costs, work within tight schedules, and finish their projects behind schedule and budget, or do not complete them at all [101].

At the same time, software cost estimation is considered to be more difficult than cost estimation in other industries. This is mainly because software organizations typically develop products as opposed to fabricating the same product over and over again. Moreover, software development is a human-based activity with extreme uncertainties. This leads to many difficulties in cost estimation, especially in early project phases. These difficulties are related to a variety of practical issues. Examples include difficulties with project sizing, a large number of associated and unknown cost factors, applicability of cost models across different organizational contexts, or, finally, insufficient data to build a reliable estimation model on. To address these and many other issues, considerable research has been directed at gaining a better understanding of the software development processes, and at building and evaluating software cost estimation techniques, methods, and tools [12].

Traditionally, effort estimation has been used for the purpose of planning and tracking project resources. Effort estimation methods that grew upon those objectives do not, however, support systematic and reliable analysis of the causal effort dependencies when projects fail. Currently software industry requires effort estimation methods to support them in understanding their business and identifying potential sources of short-term project risks and areas of long-term process improvements. Moreover, in order to gain wider industrial acceptance, a candidate method should minimize the required overhead, e.g., by utilizing a variety of already existing information sources instead of requiring extensive expert involvement and/or large project measurement databases. Yet, existing estimation methods (especially those currently used in the software industry) do not offer such comprehensive support.

An example prerequisite to accepting a certain estimation method is its applicability within a particular context, which includes its adaptability to organization-specific characteristics such as availability of required data or effort required to apply the method. Usually, the latter two issues are contradictory: the less effort a method requires to build the estimation model, the more measurement data from previous projects is needed. Data-based methods focus on the latter exclusively. Contrariwise, expert-based methods require almost no measurement data, but obtaining estimates costs a lot of effort. Software organizations move between those two extremes, tempted either by low application costs or low data re-

---

2 The more data is available, the less expert involvement is required and the company’s effort is reduced. This does not include the effort spent on collecting the data. Above a certain maturity level, companies have to collect the data needed anyway.
quirements. In fact, a great majority of organizations that actually use data-based methods do not have a sufficient amount of appropriate (valid, homogeneous, etc.) data as required by such methods. Hybrid methods offer a reasonable bias between data and effort requirements, providing at the same time reliable estimates and justifiable effort to apply the method [14], [18], [70].

Moreover, estimation methods are required to cope with the uncertainty inherent to software development itself as well as to the estimation activity. On the one hand, the preferred method should accept uncertain inputs. On the other hand, besides simple point estimates means to draw conclusions about the estimation uncertainty and effort related-project risk should be provided. The use of probabilistic simulation provides the possibility to deal with estimation uncertainty, perform cost risk analyses, and provide an add-on of important information for project planning (e.g., how probable it is not to exceed a given budget).

One of the methods that respond to current industrial objectives with respect to effort estimation is CoBRA® [14], an estimation method developed at the Fraunhofer Institute for Experimental Software Engineering (IESE). The method uses sparse measurement data (size, effort) from already completed software projects in order to model development productivity and complements it with expert evaluations in order to explicitly model the influence of various project characteristics on productivity deviations.

Random simulation is one of the core elements of the CoBRA® method; it is supposed to deal with estimation uncertainty introduced through expert evaluations. Experts first specify a causal model that describes which factors influence costs (and each other) and how. Afterwards, they quantify the impact of each factor on costs by giving the maximal, minimal, and most likely increase of costs dependent on a certain factor. The simulation component of CoBRA® processes this information into a probability distribution of project costs. This provides decision makers with a robust basis for managing software development costs, e.g., planning software costs, analyzing and mitigating cost-related software risks, or benchmarking projects with respect to software costs. Numerous practical benefits of CoBRA® have been proven in various industrial applications (e.g., [14], [98]).

Originally, CoBRA® utilized the Monte Carlo (MC) simulation technique. Yet, experience from applying the CoBRA® method in an industrial project [14] suggested that Monte Carlo might not be the optimal solution for that purpose. Latin Hypercube (LH) was proposed as an alternative method that can improve the performance of the CoBRA® implementation. Yet, neither a definition of the performance nor empirical evidence is available that would support this hypothesis. This led us to the question of whether there exist techniques that deliver more accurate results in the context of software cost estimation in general, and for the CoBRA® method in particular, than simple Monte Carlo sampling or performing the simulation in a more efficient way. In addition, we are interested in the extent of accuracy improvement that can be expected from the use of such a technique.

In this chapter, we describe analytical considerations as well as the results of an empirical study we conducted in order to answer these questions. Our major objective was to evaluate the magnitude of possible CoBRA® accuracy and efficiency improvement related to the selection of a certain simulation technique and its parameters. In order to achieve our goal, we derived several analytical error estimations and compared selected simulation techniques (including MC and LH) in an experiment employing various settings (i.e., parameters) within the same CoBRA® application (i.e., on the same input data).

The chapter is organized as follows: Section 2 presents the necessary theoretical foundations regarding the CoBRA® cost estimation method and the simulation techniques relevant for this chapter. Section 3 provides an overview of related work. It presents a comprehensive overview and comparison of existing
estimation methods as well as summary of common simulation techniques. In Section 4, the research questions are described. Section 5 presents analytical results regarding one of the research questions. Section 6 sketches simulation algorithms that were selected for comparison and motivates why an empirical study is necessary for such a comparison. Section 7 presents the empirical study, including its results and limitations. Finally, Section 8 summarizes the findings of the study and outlines perspectives of further research work.

2. BACKGROUND

2.1 CoBRA® Principles

CoBRA® is a hybrid method combining data- and expert-based cost estimation approaches [14]. The CoBRA® method is based on the idea that project costs consist of two basic components: nominal project costs (Equation 2.1.1) and a cost overhead portion (Equation 2.1.2).

\[
\text{Cost} = \frac{\text{Nominal Productivity} \cdot \text{Size} + \text{Cost Overhead}}{\text{Nominal Cost}}
\]

\[
\text{Cost Overhead} = \sum_{i} \text{Multiplier}_i (\text{Cost Factor}_i) + \sum_{i} \sum_{j} \text{Multiplier}_i (\text{Cost Factor}_i, \text{Indirect Cost Factor}_j)
\]

Nominal cost is the cost spent only on developing a software product of a certain size in the context of a nominal project. A nominal project is a hypothetical “ideal” project in a certain environment of an organization (or business unit). It is a project that runs under optimal conditions; i.e., all project characteristics are the best possible ones (“perfect”) at the start of the project. For instance, the project objectives are well defined and understood by all staff members and the customer and all key people in the project have appropriate skills to successfully conduct the project. Cost overhead is the additional cost spent on overcoming imperfections of a real project environment such as insufficient skills of the project team. In this case, a certain effort is required to compensate for such a situation, e.g., team training has to be conducted.

In CoBRA®, cost overhead is modeled by a so-called causal model. The causal model consists of factors affecting the costs of projects within a certain context. The causal model is obtained through expert knowledge acquisition (e.g., involving experienced project managers). An example is presented in Figure 2-1. The arrows indicate direct and indirect relationships. A sign (‘+’ or ‘−’) indicates the way a cost factor contributes to the overall project costs. The ‘+’ and ‘−’ represent a positive and negative relationship, respectively; that is, if the factor increases, the project costs will also increase (‘+’) or decrease (‘−’). For instance, if Requirements volatility increases, costs will also increase. One arrow pointing to another one indicates an interaction effect. For example, an interaction exists between Disciplined requirements management and Requirements volatility. In this case, increased disciplined requirements management compensates for the negative influence of volatile requirements on software costs.

The cost overhead portion resulting from indirect influences is represented by the second component of the sum shown in Equation 2.1.2. In general, CoBRA® allows for expressing indirect influences on multiple levels (e.g., influences on Disciplined requirements management and influences on influences thereon). However, in practice, it is not recommended for experts to rate all factors due to the increased complexity of the model and the resulting difficulties and efforts. Further details on computing the cost overhead can be found in [14].
Figure 2-1: Example causal cost model

The influence on costs and between different factors is quantified for each factor using experts’ evaluation. The influence is measured as a relative percentage increase of the costs above the nominal project. For each factor, experts are asked to give the increase of costs when the considered factor has the worst possible value (extreme case) and all other factors have their nominal values. In order to capture the uncertainty of evaluations, experts are asked to give three values: the maximal, minimal, and most likely cost overhead for each factor (triangular distribution).

The second component of CoBRA®, the nominal project costs, is based on data from past projects that are similar with respect to certain characteristics (e.g., development type, life cycle type) that are not part of the causal model. These characteristics define the context of the project. Past project data is used to determine the relationship between cost overhead and costs (see Equation 2.1.1). Since it is a simple bivariate dependency, it does not require much measurement data. In principle, merely project size and effort are required. The size measure should reflect the overall project volume, including all produced artifacts. Common examples include lines of code or Function Points [61]. Past project information on identified cost factors is usually elicited from experts.

Based on the quantified causal model, past project data, and current project characteristics, a cost overhead model (distribution) is generated using a simulation algorithm (e.g., Monte Carlo or Latin Hypercube). The probability distribution obtained could be used further to support various project management activities, such as cost estimation, evaluation of cost-related project risks, or benchmarking [14]. Figure 2-2 illustrates two usage scenarios using the cumulative cost distribution: calculating the project costs for a given probability level and computing the probability for exceeding given project costs.

Let us assume (scenario A) that the budget available for a project is 900 Units and that this project's costs are characterized by the distribution in Figure 2-2. There is roughly a 90% probability that the project will overrun this budget. If this probability represents an acceptable risk in a particular context, the project budget may not be approved. On the other hand, let us consider (scenario B) that a project manager wants to minimize the risks of overrunning the budget. In other words, the cost of a software project should be planned so that there is minimal risk of exceeding it. If a project manager sets the maximal tolerable risk of exceeding the budget to 30%, then the planned budget for the project should not be lower than 1170 Units.
Figure 2-2: Example cumulative cost distribution

The advantage of CoBRA® over many other cost estimation methods is its low requirements with respect to measurement data. Moreover, it is not restricted to certain size and cost measures. The method provides means to develop an estimation model that is tailored to a certain organization’s context, thus increasing model applicability and performance (estimation accuracy, consistency, etc.) A more detailed description of the CoBRA® method can be found in [14].

2.2 Simulation Techniques

Simulation is an approach to obtaining knowledge about the behavior or properties of a real system by creating and investigating a similar system or a mathematical model of the system.

Before computer simulations were possible, formally modeled systems had to be analytically solved to enable predicting the behavior of the system from a given number of parameters and initial conditions. Stochastic computer simulation methods like Monte Carlo sampling and Latin Hypercube sampling make it possible to handle more complex systems with larger numbers of input variables and more complex interactions between them.

2.2.1 Basic Principles of the Monte Carlo Method

The Monte Carlo method (MC) [91] is the most popular simulation approach, used in numerous science areas (see Section 3). One significant advantage of the MC method is the simplicity of its algorithmic structure. In principle, an MC algorithm consists of a process of producing random events (so-called trials). These events are used as input for the mathematical model and produce possible occurrences of the observed variable. This process is repeated $n$ times (iterations) and the average over all occurrences is calculated as a result.

The mathematical foundation of the MC method is built upon the strong law of large numbers [60]:

Let $\eta_i (i \in N)$ be a sequence of integrable, independent random variables with identical distributions and a finite expected value $\mu = E(\eta_i)$. It follows that for nearly any realization $\omega$:

$$\lim_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} \eta_i(\omega) = \mu$$
This means that we can transform $\eta$ into the integral, stochastically, by taking repeated samples from $\eta$ and averaging $\eta_j(\omega)$.

The expected error for $n$ iterations can be estimated with [91]:

$$E\text{AR} = E\left( \frac{1}{n} \sum_{i=1}^{n} \eta_j(\omega) - \mu \right) \leq \frac{\sigma}{\sqrt{n}}$$

where $\sigma$ is the standard derivation of the random variable $\eta_i$.

In this chapter, however, we also consider sampling as an attempt to approximate an unknown probability distribution with the help of randomly sampled values. In the context of MC, this means that we are not only interested in the expectation of the random variable ($\eta$), but also in an approximation of its distribution $D_\eta$, describable by its probability density function (pdf) $f(x)$ [91].

The range of random samples obtained (result of independent realizations of $\eta$) build up an interval $[x,y]$. After breaking it into a number of equal-length intervals and counting the frequency of the samples that fall into each interval, we may construct a histogram that approximates the density distribution of the sampled random variable $\eta$ (see Figure 2-3).

![Histogram of a probability variable](image)

**Figure 2-3: Example histogram of a probability variable**

### 2.2.2 Stratification and Latin Hypercube Sampling

The expected error of the Monte Carlo method depends on the number of iterations $n$ and the variance $\sigma$ of the random variable $\eta$ (see Equation 2.2.2). The error can thus be reduced either by increasing the number of trials and/or reducing the variance of the random variable. Numerous variance reduction techniques are discussed in the literature (see Section 3). One of them is stratification. In this section, we present the idea of stratification in general, as well as Latin Hypercube (LH) as a modification for multi-dimension problems that can be used without deeper knowledge of the random variable. We explain both: how LH can be used for mean computation and how it can be used for sampling.

When we use stratification for variance reduction, we break the domain of the input distribution into $s$ independent domains (so-called strata). In a one-dimensional case, this is simply a partitioning of the range of the input distribution (Figure 2-4). If we use strata of equal size and consider the input variable $\xi$ as being uniformly distributed across the half-open interval $[0,1)$, we can get random variables $\xi_j$ for each $j$-th strata as:
So, we can simulate any random variable $\eta$ with the density function $f(x)$ if its inverse cumulative density $F^{-1}(x)$ is given:

$$\xi_j = \frac{j - \bar{\xi}}{s}$$

Equation 2.2.4

$$\xi_s = \frac{1}{m \cdot s} \sum_{i \in J} \eta_{i,j} = \frac{1}{n} \sum_{i,j=1}^{m \cdot d} F^{-1}(\xi_j) \quad \text{with } n = m \cdot s$$

Moreover, we obtain for $m=1$ a variance reduction of:

$$\text{Var}_{\text{new}} = \text{Var}_{\text{old}} - \sum_{j=1}^{s} \frac{(E - E_j)^2}{n^2}$$

where: $E$ is the expectation of $F^{-1}(x)$ over $[0,1]$ and

$$E_j$$

is the expectation of $F^{-1}(x)$ over strata $j$.

In the multi-dimensional case, we have the problem that a straightforward generalization is not efficient [51]. The reason is that we must sample in too many cells (subintervals). If we want $s$ strata in any dimension $d$, we need $s^d$ cells to partition the input variable(s).

The Latin Hypercube technique (LH) [65] overcomes this problem by sampling each stratum only once. In order to obtain a perfect stratification within a single dimension, each randomly selected stratum is taken only once and independently of the strata within other dimensions. This can be guaranteed by using $d$ independent permutations $\pi_k$ of $\{1, \ldots, s\}$ with $k = 1, \ldots, d$.
For $s = n$, we obtain the following estimator that converges against the expected value $E(\eta)$ (see also Equation 2.2.1):

$$\bar{\xi}_{LH} = \frac{1}{n} \sum_{j=1}^{n}\eta_j = \frac{1}{n} \sum_{j=1}^{n} F^{-1}(\xi_{j,1}, \ldots, \xi_{j,d})$$

with $\xi_{j,k} = \frac{\pi_k(j) - \bar{\xi}}{n}$

In order to sample a pdf using the LH approach, we can use the same procedure as for the MC approach (see Section 2.2.1). In fact, LH is an improvement (special case) of the MC approach. Therefore, the error can be estimated in the same way as for MC (see Section 2.2.1).

3. RELATED WORK

3.1 Software Effort Estimation Methods

3.1.1 Classification of Existing Effort Estimation Methods

Software researchers have made a number of attempts to systematize software effort estimation methods [104], [9], [8], [12].

Figure 3-1: Classification of software effort estimation methods.

Proposed classification schemes are subjective and there is no agreement on the best one. Some of the classes, like Price-to-Win, cannot really be considered to be an estimation technique. Other classes are...
not orthogonal, e.g., expert judgment can be used following a bottom-up estimation strategy. The systematization we propose in this chapter (Figure 3-1) is probably also not fully satisfactory, but is designed to overview the current status of effort estimation research and evaluate it against the most recent industrial requirements.

3.1.1.1 Data-driven Methods

Data-driven (data-intensive) methods refer to methods that provide effort estimates based on an analysis of measurement project data.

Proprietary vs. Non-proprietary

Proprietary effort estimation methods refer to methods that are not fully documented in the public domain. Examples of proprietary approaches are PRICE-S [19], SPQR/100 [45], and SoftCost-R [78]. Due to the lack of sufficient documentation, we exclude those methods from further consideration.

Model-based methods

Model-based methods provide a model that relates the dependent variable (effort) to one or more independent variables, typically a size measure and one or more effort factors. The model is built based on the historical project data and used for predictions; the data are generally not needed at the time of the prediction. An estimation model may be characterized by different parameters. They might be specified a priori before analyzing the project data (parametric methods) or determined completely from the data at the time of model development (non-parametric methods).

Parametric model-based methods specify the parameters of the estimation model a priori. Statistical regression methods, for instance, require a priori specification of the model’s functional form and assume estimation errors to follow certain parametric distributions. Typical functional forms of the univariate regression include [55], [62], [83]: Linear, Quadratic, Cobb-Douglas, log-linear, and Translog. Multivariate regression, on the other hand, constructs models that relate effort to many independent variables [67],[20]. Typical regression methods fit regression parameters to historical project data using ordinary least squares strategy. Yet, this technique is commonly criticized for its sensitivity to data outliers. As an alternative, robust regression has been proposed by several authors [68], [62]. Another statistical approach to handle unbalanced data is Stepwise Analysis of Variance (Stepwise ANOVA), which combines classical ANOVA with OLS regression [54]. In each step of an iterative procedure, ANOVA is applied to identify the most significant effort factor and remove its effect by computing the regression residuals; ANOVA is then applied again using the remaining variables on the residuals. Another critical point regarding classical regression is that it does not handle non-continuous (ordinal and categorical) variables. In order to solve that problem, generalized regression methods such as Categorical Regression [3] and Ordinal Regression [83] have been proposed.

Fixed-model estimation methods such as COCOMO [10], [8], SLIM [76], and SEER-SEM [41] also belong to the group of parametric methods. In fact, all three models have their roots in the early Jensen’s regression models [42], [43]. All of them actually represent regression models that were once built on multiple proprietary project data and were intended to be applied “as is” in contexts that may significantly differ from the one they were built in. Yet, the software estimation community agrees that effort models work better when calibrated with local data [25], [67]. In order to improve the performance of fixed-model methods when applied within a specific context, various adjustment techniques have been proposed, such as periodical updates of fixed models to reflect current trends and changes in the software domain are (e.g., the family of COCOMO models [10], [8]). The frequency of official
model calibrations might, however, not be sufficient to keep them up to date [67]. Therefore, additional mechanisms to fit fixed models to local context have been suggested. Already, authors of fixed models are proposing certain local calibration techniques as part of a model’s application procedures. Moreover, several adjustment approaches were proposed by independent researchers [90], [67]. The COCONUT approach, for instance, calibrates effort estimation models using an exhaustive search over the space of COCOMO I calibration parameters [67].

Recently, a parametric regression method that adapts ecological predator-prey models to represent dynamics of software testing and maintenance effort has been proposed [17]. The basic idea is that the high population of prey allows predators to survive and reproduce. In contrast, a limited population of prey reduces the chances of predators to survive and reproduce. A limited number of predators, in turn, creates favorable conditions for the prey population to increase. Authors adopt this phenomenon to software maintenance and testing. Software corrections represent predating software defects, and associated effort is fed by defects being discovered by the user. Perfective and adaptive maintenance are both fed by user needs, and the corresponding maintenance effort adapts itself to the number of change requests.

Parametric estimation also adapts selected machine learning approaches. Examples include Artificial Neural Networks (ANN). Network parameters such as architecture or input factors must be specified a priori; the learning algorithm then searches for values of parameters based on project data. The simplest ANN, so-called single-layer perceptron, consists of a single layer of output nodes. The inputs are fed directly to the outputs via a series of weights. In this way, it can be considered the simplest kind of feed-forward network. The sum of the products of the weights and the inputs is calculated in each node, and if the value is above a certain threshold (typically 0), the neuron fires and takes the activated value (typically 1); otherwise, it takes the deactivated value (typically -1). Neurons with this kind of activation function are also called McCulloch-Pitts neurons or threshold neurons. In the area of effort estimation, the sigmoid and Gaussian functions are usually used. Since single-unit perceptron are only capable of learning linearly separable patterns, multilayer perceptron are used to represent nonlinear functions. Examples of such ANN are the Multilayer feed-forward back-propagation perceptron (MFBP) [33] and the Radial Basis Function Network (RBFN) [33][88].

The Cerebellar Model Arithmetic Computer (CMAC), also known as Albus perceptron, is a special type of a neural network, which represents a multidimensional function approximator [82]. It discretizes values of continuous input to select so-called training points. CMAC first learns the function at training points and then interpolates to intermediary points at which it has not been trained. The CMAC method operates in a fashion similar to a lookup table, using a generalization mechanism so that a solution learned at one training point in the input space will influence solutions at neighboring points.

Finally, Evolutionary Algorithms (EA) represent an approach that can be used to provide various types of traditionally data-based estimation models. EA simulates the natural behavior of a population of individuals (chromosomes) by following an iterative procedure based on selection and recombination operations to generate new individuals (next generations). An individual (chromosome) is usually represented by a finite string of symbols called chromosome. Each member of a population encodes a possible solution in a given problem search space, which is comprised of all possible solutions to the problem. The length of the string is constant and completely dependent of the problem. The finite string of symbol alphabet can represent real-valued encodings [2],[80], tree representation [21], or software code [84]. In each simulation iteration (generation), relatively good solutions produce offspring that replace relatively worse ones retaining many features of their parents. The relative quality of a solution is based on the
fitness function, which determines how good an individual is within the population in each generation, and what its chance of reproducing is, while others (worse) are likely to disappear. New individuals (offspring) for the next generation are typically created by using two basic operations, crossover and mutation.

Shukla, for instance, used evolutionary algorithms to generate an optimal artificial neural network for a specific problem [89]. The method was called a Neuro-genetic Effort Estimation Method (GANN). The author encoded the neural network using so-called strong representation and learned it using genetic algorithm. The ANN generated in each cycle was evaluated against a fitness function, defined as the inverse of the network’s prediction error when applied on the historical project data.

Non-parametric model-based methods differ from parametric methods in that the model structure is not specified a priori but instead is determined from quantitative (project) data. In other words, non-parametric estimators produce their inferences free from any particular underlying functional form. The term nonparametric is not meant to imply that such methods completely lack parameters, but rather that the number and nature of the parameters are flexible and not fixed in advance.

Typical non-parametric methods originate from the machine learning domain. The most prominent examples are decision tree methods. The most popular one in the artificial intelligence domain, the C4.5 algorithm has not been exploited much in the software effort estimation domain due to its inability to handle numerical input data [2]. Proposed in [11], the classification and regression trees (CART) method overcame this limitation and is applicable for both categorical and numerical data. The CART algorithm was re-implemented in numerous software tools such as CART [11], CARTX [94], and GC&RT [97]. Decision trees group instances (software projects) with respect to a dependent variable. A decision tree represents a collection of rules of the form: if (condition 1 and …and condition N) then Z and basically forms a stepwise partition of the data set being used. In that sense, decision trees are equivalent to decision rules, i.e., a decision tree may be represented as a set of decision rules. Successful applications in a number of different domains have motivated software researchers to apply dedicated rule induction methods (RI) that generate effort estimation decision rules directly from statistical data [64].

Finally, some applications of the evolutionary algorithms can be classified as non-parametric, for instance, EA applied to generate regression equations (EA Regression) [21], [16]. In that case, the elements to be evolved are trees representing equations. That is, the population P of the algorithm is a set of trees to which the crossover and mutation operators are applied. A crossover exchanges parts of two equations, preserving the syntax of the mathematical expression, whereas a mutation randomly changes a term of the equation (function, variable or constant). The terminal nodes are constants or variables, and not-terminals are basic functions that are available for system definition. Each member of the population (regression equation) is evaluated with respect to the fitness function defined as the average estimation error on the historical project data obtained when using the member.

Shan et al. applied so-called Grammar Guided Genetic Programming (GGGP) to generate computer programs that estimate software development effort [84]. Generating computer programs using EA creates a separate area of machine learning called Genetic Programming (GP). The objective of GP is to optimize a population of computer programs according to a fitness function determined by a program's ability to perform a given computational task (in this case accurately estimate software effort). In GGGP program generation process is guided by a specific language grammar that (1) imposes certain syntactical constraints, and (2) incorporates background knowledge into the generation process. The grammar
used resulted in models that are very similar to regression. The means square estimation error on the historical project data was applied as the fitness function to evaluate the model-generated GGGP process.

Finally, Aguilar-Ruiz et al. applied evolutionary algorithms to generate a set of Hierarchical Decision Rules (HIDER) for the effort classification problem [2]. Members of the population are coded using a vector of real values. The vector consists of pair values representing an interval (lower and upper bound) for each effort factor. The last position in the vector represents a discrete value of effort (effort class). The EA algorithm extracts decision rules from this representation. Each member of the population (decision rule) is evaluated with respect to the fitness function that discriminates between correct and incorrect effort predictions (classifications) of historical projects using the member.

**Semi-parametric model-based methods** represent methods that contain both parametric and non-parametric components. In a statistical sense, a semi-parametric method produces its inferences free from a particular functional form but within a particular class of functional forms, e.g., it might handle any functional form within the class of additive models.

A typical example of the semi-parametric method where parametric and non-parametric elements were merged is the integration of decision trees and ordinary least squares regression (CART+OLS) proposed by Briand and colleagues [13], [12]. The method generates a CART tree and applies regression analysis to interpret projects at each terminal node of the tree.

The application of evolutionary algorithms to generate Multiple Regression Splines (MARS) is another example of the semi-parametric method [80]. Instead of building a single parametric model, EA-MARS generates multiple parametric models, using linear regression. In this case, the search space comprises a set of cut-points (CP) in the independent variable (e.g., software size measured in function points FP), so a different parametric estimation model can be used for the intervals that comprise such cut-points.

**Memory-based Methods**

Model-based methods, such as neural networks or statistical regression, use data to build a parameterized model (where parameters must be specified a priori or might be learned from data). After training, the model is used for predictions and the data are generally not needed at the time of prediction. In contrast, memory-based methods (or analogy-based methods) do not create a model but explicitly retain the available project data, and use them each time a prediction of a new project needs to be made. Each time an estimate is to be provided for a new project (target), the project data (case base) is searched for the projects (analogues) that are most similar to the target. Once the most similar projects are found, their actual efforts are used as a basis for estimation.

The Case-based Reasoning (CBR) method represents an exact implementation of the memory-based estimation paradigm. It estimates a new project (target) by adapting the effort of the most similar historical projects (analogues) [50].

In order to find project analogies, the CBR method first selects the most relevant characteristics of a software project and defines a project similarity measure upon it. The early methods, such as the Analogy Software Tool (ANGEL), required a priori selection of the most significant characteristics or simply used all characteristics available in the data repository [87]. Later, automatic factor selection [50] and weighting [58] techniques were applied that optimize the performance of the CBR estimator. The most commonly used similarity measure is based on the Euclidian distance [87]. The Gray Relational Analysis Based Software Project Effort (GRACE) method computes the gray relational grade [92], and the Collaborative Filtering (CF) method uses a similarity measure proposed in the field of information
retrieval to evaluate the similarity between two documents [72]. The most recent AQUA method [58] uses a locally weighted similarity measure, where local weights are computed for different project attributes dependent on their type (nominal, ordinal, continuous, set, fuzzy, etc.). The Analogical and Algorithmic Cost Estimator (ACE) and Bootstrap Based Analogy Cost Estimation (BRACE) consider several alternative similarity measures. ACE uses average similarity computed over several distance measures [104], [103], whereas BRACE analyzes each alternative similarity measure to select the one that entails optimal estimation performance [95]. In addition, scaling techniques are used to transform values of project characteristics such that all have the same degree of influence, independently of the choice of units [87], [72], [92]. Based on the results of the similarity analysis, analogues are selected to base target estimates on. One group of methods proposes a small constant number (1 to 3) of nearest neighbors [87], [103], [13], [66]. Other methods, such as BRACE [95] and AQUA [58], determine the optimal number of analogies in a cross-validation analysis. The effort of selected analogues is then adapted to predict the target project. In case of a single analogue, its effort may be adopted [13] or additionally adjusted using the size of the analogue and target projects [103], [95]. Adapting several analogues includes median, mean, distance-weighted mean [87], [66], [72], and inverse rank weighted mean [50], [66]. Again, BRACE analyzes several alternative adaptation approaches to determine the optimal one [95].

Another way of implementing memory-based estimation is represented by the Optimized Set Reduction (OSR) method [13] [105]. Based on the characteristics of the target project, OSR iteratively partition the set of project data into subsets of similar projects that assure increasing information gain. Similarly to decision trees, the final effort estimate is based on projects in the terminal subset.

Composite methods integrate elements of the model- and memory-based methods. Typical examples are applications of CBR or OLS regression to adapt projects in the CART terminal node [13], [12] or OSR terminal subset [48]. Another example is the usage of cluster analysis to group similar projects in order to facilitate the training of the neural network [57]. The analogy with virtual neighbor method (AVN) represents a more sophisticated combination of model- and memory-based methods. It enhances the classical CBR approach in that the two nearest neighbors of a target project are identified based on the normalized effort, which is computed from the multiple-regression equation. Moreover, AVN adjusts the effort estimation by compensating for the location of the target project relative to the two analogues.

3.1.1.2 Expert-based Methods

Expert-based estimation methods are based on the judgment of one or more human experts. The simplest instance of the unstructured expert-based estimation is the so-called Guesstimation approach, where a single expert provides final estimates. An expert could just provide a guess (“rule-of-thumb” method) or give estimates based on more structured reasoning, for example, breaking the project down into tasks, estimating them separately and summing those predictions into a total estimate (bottom-up approach). An example formal way of structuring expert-based effort estimation is represented by the Analytic Hierarchy Process (AHP) method, which systematically extracts a subjective expert’s predictions by means of pair-wise comparison [85].

Due to many possible causes of bias in individual experts (optimist, pessimist, desire to win, desire to please, political), it is preferable to obtain estimates from more than one expert [69]. A group of experts may, for instance, provide their individual estimates, which are then aggregated to a final estimation, e.g., by use of statistical mean or median. This is quick, but subject to adverse bias by individual extreme estimates. Alternative group consensus approaches try to hold group meetings in order to obtain
expert agreement with regard to a single estimate. Examples of such methods are Wide-band Delphi [10], [69], Estimeeting [99], and, recently defined in the context of agile software development, Planning Game [7]. A more formal approach to integrating uncertain estimates of multiple human experts is Stochastic Budgeting Simulation (SBS) [22]. SBS employs random sampling to combine effort of individual effort items (work products or development activities) and project risks specified by experts in terms of triangular or Erlang distribution.

3.1.1.3 Hybrid Methods

Hybrid methods combine data- and expert-based methods. In practice, hybrid methods are perceived as the answer to the more and more common observation that human experts, when supported by low-cost analytical techniques, might be the most accurate estimation method [44].

The ESTOR method, for instance, [70] provides the initial effort of a target project based on the CBR estimation and then adjusts it by applying a set of expert-based rules, which account for the remaining differences between the analog and the target project. The Cost Estimation, Benchmarking and Risk Analysis (CoBRA) method applies expert-based effort causal modeling to explain the variance on the development production rate measured as effort divided by size [14], [100].

Recently, the software research community has given much attention to Bayes Theorem and Bayesian Belief Networks (BBN). Chulani, for instance, employed Bayes theorem to combine a priori information judged by experts with data-driven information and to calibrate one of the first versions of the COCOMO II model, known as COCOMO II.98 [8]. Several researchers have adapted BBN to build causal effort models and combine a priori expert judgments with a posteriori quantitative project data [24], [75]. Recently, BBN was used to construct the probabilistic effort model called COCOMO-U, which extends COCOMO II [8] to handle uncertainty [108].

3.1.2 Handling Uncertainty

Uncertainty is inherent to software effort estimation [53][47]. Yet, software managers usually do not understand how to properly handle the uncertainty and risks inherent in estimates to improve current project budgeting and planning processes.

Kitchenham et al. conclude that estimation, as an assessment of a future condition, has inherent probabilistic uncertainty, and formulate four major sources of estimation uncertainty: measurement error, model error, assumption error, and scope error [53]. We claim that limited cognition of effort dependencies is another major source of estimation uncertainty. We distinguish two major sources of effort estimation uncertainty: probabilistic and possibilistic. Probabilistic uncertainty reflects the random character of the underlying phenomena, i.e., the variable character of estimation problem parameters. Uncertainty is considered here in terms of probability, i.e., by the random (unpredictable, non-deterministic) character of future software project conditions, in particular, factors influencing software development effort. Possibilistic uncertainty (epistemological uncertainty) reflects the subjectivity of the view on modeled phenomena due to its limited cognition (knowledge and/or experience). This may, for instance, include limited granularity of the description of the modeled phenomena, i.e., a finite number of estimation parameters (e.g., effort factors and the ways they influence effort). The lack of knowledge may, for instance, stem from a partial lack of data, either because this data is impossible to collect or too expensive to collect, or because the measurement devices have limited precision. Uncertainty is considered here in terms of possibilities.
Handling Probabilistic Uncertainty

The most common approach, which actually explicitly refers to probabilistic uncertainty, is based on the analysis of the probability distribution of given input or output variables. Representing effort as a distribution of values contributes, for instance, to better understanding of estimation results [53]. Motivated by this property, a number of estimation methods that operate on probability distributions have been proposed. Recent interest in Bayesian Belief Networks [24], [75], [108] is one example of this trend. Another one is generally acknowledged to be the application of random sampling over the multiple estimation inputs represented by probability distribution [35], [14], [22], [76], [95], [100]. The resulting effort distribution may then be interpreted using various analysis techniques. Confidence and prediction intervals are commonly used statistical means to reflect predictive uncertainty. Human estimators are traditionally asked to provide predicted min-max effort intervals based on given confidence levels, e.g., “almost sure” or “90 percent confident”. This approach may, however, lead to overoptimistic views regarding the level of estimation uncertainty [46]. Jørgensen proposes an alternative, so-called pX-effort approach, where instead of giving a number, the human estimator should give ranges and views based on probabilistic distributions [46]. The pX-view means there is an X percent probability of not exceeding the estimate.

Handling Possibilistic Uncertainty

In practice, handling possibilistic uncertainty involves mainly the application of the fuzzy set theory [109]. The approaches proposed in the effort estimation domain can be principally classified into two categories: (1) fuzzifying existing effort estimation methods and (2) building specific rule-based fuzzy logic models.

The first approach simply adapts existing software effort estimation methods to handle the uncertainty of their inputs and outputs using fuzzy sets. A typical estimation process consists of three steps: (1) fuzzification of inputs, (2) imprecise reasoning using fuzzy rules, and (3) de-fuzzification of outputs. Inputs and outputs can be either linguistic or numeric. Fuzzification involves finding the membership of an input variable with a linguistic term. The membership function can, in principle, be either defined by human experts or analytically extracted from data, whereas fuzzy rules are usually defined by experts. Finally, de-fuzzification provides a crisp number from the output fuzzy set. One example implementation of such an idea is a series of fuzzy-COCOMO models [71], [39], [59], [1]. Other adaptations of traditional estimation methods include fuzzifying similarity measures within CBR methods [38], [58] or information gain measure in decision trees [36].

Rule-based fuzzy logic models directly provide a set of fuzzy rules that can then be used to infer predictions based on the fuzzy inputs [63]. Fuzzy rules may be based on human judgment [62] or learned from empirical data [107]. Neuron-fuzzy systems (NFS) represent a hybrid approach to learn fuzzy rules. The equivalence between neural networks (ANN) and fuzzy logos systems makes it possible to create initial fuzzy rules based on expert judgment, translate them into equivalent ANN, and learn weights for the rules from quantitative data [27]. Neuro-Fuzzy COCOMO employs NFS to individually model each linguistic input of the COCOMO model [37].

Another approach to handle possibilistic uncertainty is based on the rough sets theory [74]. A rough set is a formal approximation of a crisp set (i.e., conventional set) in terms of a pair of sets, which give the lower and the upper approximation of the original set. The lower and upper approximation sets themselves are crisp sets in the standard version of the rough sets theory. The rough sets theory was recently applied within the AQUA+ method to cover the uncertain impact of effort drivers on effort [58].
3.1.3 Evaluation and Comparison of Existing Effort Estimation Methods

Literature on software effort estimation methods is rich with studies that evaluate and compare several estimation methods [12], [47], [69], [49]. However, they do not provide a clear answer to the question “Which method is the best one”?

The first impression one may get when looking over hundreds of empirical studies published so far, is that the only reasonable criterion to evaluate an estimation method is the accuracy of the estimates it derives. The second impression is that this criterion is probably not very helpful in selecting the best estimation method because instead of at least converging results, the reader often has to face inconsistent and sometimes even contradicting outcomes of empirical investigations [47]. The source of this apparent inconsistency is a number of factors that influence the performance of estimation methods, but which are usually not explicitly considered in the published results. Examples are: inconsistent empirical data (source, quality, preprocessing steps applied, etc.), inconsistent configuration of apparently the same method, or inconsistent design of the empirical study (e.g., evaluation strategy and measures).

Despite a plethora of published comparative studies, software practitioners have actually still hardly any basis to decide which method they should select for their specific needs and capabilities. In this chapter we propose an evaluation framework derived directly from industrial objectives and requirements with respect to effort estimation methods. In addition, the definitions of individual criteria are based on related works [10], [16], [12], [1], [9], [52].

We propose to evaluate individual criteria using the 4-grade Likert scale [93]. For that purpose, we define each criterion in the form of a sentence that describes its required value from the perspective of industrial objectives and capabilities. We grouped the evaluation criteria in the two groups: criteria related to the estimation method (C01 to C10) and criteria related to the estimation outputs (C11 to C13).

**C01. Expert Involvement**: The method does not require extensive expert’s involvement, i.e., it requires a minimal amount of experts, limited involvement (effort) per expert, minimal expertise.

**C02. Required data**: The method does not require many measurement data of a specific type (i.e., measurement scale) and distribution (e.g., normal).

**C03. Robustness**: The method is robust to low-quality inputs, i.e., incomplete (e.g., missing data), inconsistent (e.g., data outliers), redundant, and collinear data.

**C04. Flexibility**: The method is free from a specific estimation model and provides context-specific outputs.

**C05. Complexity**: The method has limited complexity, i.e., it does not employ many techniques, its underlying theory is easy to understand, and it does not require specifying many sophisticated parameters.

**C06. Support level**: There is comprehensive support provided along with the method, i.e., complete and understandable documentation as well as a useful software tool.

**C07. Handling uncertainty**: The method supports handling the uncertainty of the estimation (i.e., inputs and outputs).

---

3 A series of industrial surveys were performed as part of the research presented in this section. The presentation of the detailed results is, however, beyond the scope of this chapter and will be published in a separate article.
C08. **Comprehensiveness**: The method can be applied to estimate different kinds of project activities (e.g., management, engineering) on various levels of granularity (e.g., project, phase, task).

C09. **Availability**: The method can be applied during all stages (phases) of the software development lifecycle.

C10. **Empirical evidence**: There is comprehensive empirical evidence supporting theoretical and practical validity of the method.

C11. **Informative power**: The method provides complete and understandable information that supports the achievement of numerous estimation objectives (e.g., effective effort management). In particular, it provides context-specific information regarding relevant effort factors, their interactions, and their impact on effort.

C12. **Reliability**: The method provides the output that reflects the true situation in a given context. In particular, it provides accurate, precise and repeatable estimation outputs.

C13. **Portability**: The method provides estimation outputs that are either applicable in other contexts without any modification or are easily adaptable to other contexts.

We evaluate existing estimation methods on each criterion by rating our agreement regarding the extent to which each method fulfills a given requirement. We use the following symbols: (++) strongly agree, (+) agree, (-) disagree, (--) strongly disagree. Presented in the Table 3-1 evaluation is based on individual author’s experiences and critique presented in related literature. It includes both subjective and objective results.

An evaluation of existing estimation methods against industry-oriented criteria shows that none of them fully responds to industrial needs. One of the few methods that support most of the estimation objectives is the CoBRA method. Yet, it has still several significant weaknesses that may prevent its wide industrial acceptance. First is the substantial involvement of human experts. The CoBRA causal effort model (the so-called cost overhead model) is currently built exclusively by experts, which significantly increases estimation costs and reduces the reliability of outputs. The second problem is the unclear impact of the selected simulation technique on the reliability and computational cost of estimation outputs. In this chapter, we investigate the second problem.
<table>
<thead>
<tr>
<th>Estim. Method</th>
<th>C01</th>
<th>C02</th>
<th>C03</th>
<th>C04</th>
<th>C05</th>
<th>C06</th>
<th>C07</th>
<th>C08</th>
<th>C09</th>
<th>C10</th>
<th>C11</th>
<th>C12</th>
<th>C13</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uni-regression</td>
<td>++</td>
<td>-</td>
<td>--</td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>--</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Multi-Regression</td>
<td>++</td>
<td>--</td>
<td>--</td>
<td>+</td>
<td>++</td>
<td>+</td>
<td>++</td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>--</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>CATREG</td>
<td>++</td>
<td>--</td>
<td>--</td>
<td>+</td>
<td>++</td>
<td>+</td>
<td>++</td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>--</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Ordinal Regression</td>
<td>++</td>
<td>--</td>
<td>--</td>
<td>+</td>
<td>++</td>
<td>+</td>
<td>++</td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>--</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>S-ANOVA</td>
<td>++</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>COCOMO I</td>
<td>++</td>
<td>-</td>
<td>--</td>
<td>+</td>
<td>++</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>++</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>COCOMO II</td>
<td>++</td>
<td>-</td>
<td>--</td>
<td>+</td>
<td>++</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>++</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>SLIM</td>
<td>++</td>
<td>-</td>
<td>--</td>
<td>+</td>
<td>++</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>SEER-SEM</td>
<td>++</td>
<td>-</td>
<td>--</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>ANN</td>
<td>++</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>++</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>++</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Decision Trees</td>
<td>++</td>
<td>+</td>
<td>+</td>
<td>++</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Rule Induction</td>
<td>++</td>
<td>+</td>
<td>+</td>
<td>++</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CMAC</td>
<td>++</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>++</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>++</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>EG/GP</td>
<td>++</td>
<td>++</td>
<td>+</td>
<td>++</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CART+OLS</td>
<td>++</td>
<td>-</td>
<td>++</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>++</td>
<td>+</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>ANGEL</td>
<td>++</td>
<td>+</td>
<td>+</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>++</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>GRACE</td>
<td>++</td>
<td>+</td>
<td>+</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>++</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>BRACE</td>
<td>++</td>
<td>+</td>
<td>+</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>++</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>AQUA</td>
<td>++</td>
<td>+</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>+</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>++</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>CF</td>
<td>++</td>
<td>+</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>+</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>++</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>CART+CBR</td>
<td>++</td>
<td>+</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>+</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>++</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>OSR+OLS</td>
<td>++</td>
<td>+</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>+</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>++</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>ANN+Clustering</td>
<td>++</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>++</td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>++</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>AVN</td>
<td>++</td>
<td>+</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>+</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>++</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>ACE</td>
<td>++</td>
<td>+</td>
<td>++</td>
<td>++</td>
<td>+</td>
<td>--</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>++</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Guesstimation</td>
<td>-</td>
<td>++</td>
<td>+</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Wideband Delphi</td>
<td>++</td>
<td>+</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Estimeeting</td>
<td>--</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>AHP</td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>SBS</td>
<td>--</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>Planning Game</td>
<td>--</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>CCOMO II.98</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>++</td>
<td>++</td>
<td>+</td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>CoBRA</td>
<td>-</td>
<td>+</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>+</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>BBN</td>
<td>+</td>
<td>-</td>
<td>++</td>
<td>+</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ESTOR</td>
<td>+</td>
<td>-</td>
<td>++</td>
<td>+</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>++</td>
<td>++</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>NFS</td>
<td>++</td>
<td>-</td>
<td>+</td>
<td>++</td>
<td>--</td>
<td>++</td>
<td>++</td>
<td>++</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
</tr>
</tbody>
</table>

Table 3-1 Evaluation and comparison of existing software effort estimation methods
3.2 Overview of Random Sampling Techniques

In Section 2.2, we provided the necessary theoretical foundations of simulation techniques such as Latin Hypercube (LH) and Monte Carlo (MC), including literature references. Therefore, we reduce the scope of our review in this section to literature regarding comparative studies of sampling techniques (concerning their theoretical and practical efficiency/usability issues) that can be applied in the context of cost estimation with CoBRA®. We consider only methods that can be used for high problem dimensions (number of input distributions). We do not consider approaches for "very high-dimensional" problems like Latin Supercube Sampling [73], since they are of limited practical applicability in the context of software cost estimation.

Saliby describes and compares in [81] a sampling method called Descriptive Sampling (DS) against Latin Hypercube (LH) and shows that DS is an improvement over LH. He proves that DS represents the upper limit of maximal improvement over standard MC that could be achieved with LH. Yet, he also showed that the improvement of DS over LH sampling decreases with an increasing number of iterations. The experimental data provided in the chapter shows that the improvement at even relatively small numbers of iterations, such as 1,000 (in our study we used between 10,000 and 640,000 iterations) is not significant anymore (<0.4%). Moreover, five years later, Saliby [81] compared the performance of six Monte Carlo sampling methods: Standard Monte Carlo, Descriptive Sampling, Latin Hypercube, and Quasi-Monte Carlo using three different numeric sequences (Halton, Sobol, Faure). Their convergence rates and precision were compared with the standard MC approach in two finance applications: a risk analysis and a correlated stock portfolio evaluation. In this study, the best aggregate performance index was obtained by LH sampling.

Additionally, there exist a lot of variance reduction techniques (VRT) that promise to improve the standard Monte Carlo method. A collection of them is presented in [56]. In contrast to MC, DS and LH, (1) these techniques require knowledge of the function to be estimated, (2) they can be used only under special circumstances, and/or (3) they require an appropriate adoption of the algorithm dependent on the function to be estimated.

Although for our context (the context of software project cost simulation), no results could be found in the literature, LH is being used successfully in other domains, e.g., in the automotive industry, for robustness evaluations [110] and in the probability analysis of long-span bridges [31]. In [79], it is mentioned that standard MC often requires a larger number of samples (iterations) to achieve the same level of accuracy as an LH approach. These and other articles show us the practical applicability of LH in various domains. Therefore, we see LH sampling as a promising approach to improving the standard MC method. Nevertheless, its concrete performance improvement depends on the application area with the associated simulation equations and input distributions.

Data about LH on a more theoretical level is provided by [34]. Here, standard MC and LH sampling are compared in an experiment where two simple synthetic functions, one monotonic and one non-monotonic, are sampled with both approaches. For both functions and for 25, 50 and 100 iterations, authors showed that the samples produced by the LH approach were more stable. Additionally, Owen showed in 1997 [73] that an LH sampling with \( n \) iterations never has worse accuracy than a standard MC sampling with \( n-1 \) iterations.

Avramidis et al. [1] investigate various techniques to improve estimation accuracy when estimating quantiles with MC approaches. The results of this work were of special interest for us because our aim of sampling a probability function has more in common with quantile estimation (see DoP in Section
7.1.1) than with the estimation of its mean (which is the common case). Avramidis provides a theoretical proof that for the class of probability functions with a continuous and nonzero density function, the LH approach delivers at least equally accurate (or more accurate) results than the standard MC method. In a second work [5], Avramidis also provides experimental evidence that supports this conclusion in the context of the upper extreme quantiles estimation of the network completion time in a stochastic activity network.

4. PROBLEM STATEMENT

The problem described in the introduction is to evaluate whether more accurate and efficient techniques than standard Monte Carlo (MC) exist that support software cost estimation and cost risk management. CoBRA® was selected as a representative method for this evaluation. Further, the extent of accuracy improvement above standard MC should be determined.

More precisely, we want to determine and compare the accuracy and efficiency of methods that transform the input of CoBRA® project cost simulation (i.e., the expert estimations) into the data required for the different kinds of predictions provided by CoBRA®.

In the following, fundamental research scenarios are described. Afterwards, research questions are stated based on the problem statement.

The following three scenarios cover all principle kinds of application of simulation data in the CoBRA® method. Even through they are derived from the typical application of the CoBRA® method, we see no reason why they should not be general scenarios when applying any cost estimation or cost risk analyzing methods:

AS1: The question to be answered in this scenario is: How much will the project cost? The answer should be the point estimation of the project cost, a single value that represents the average project costs. Spoken in terms of probability theory, we look for the expected value of the project costs. This value is also needed to validate the accuracy of a built CoBRA® model with the help of statistics.

AS2: The question to be answered in this scenario is: How high is the probability that the project costs stay below a given budget of X? It is possible to answer this question for any X if a probability distribution of the project costs is available. In this case, we can simply calculate P(Cost<X).

AS3: The question to be answered in this scenario is: Which is a realistic budget for a given project that is not exceeded with a probability of Y? Considering the previous scenario, this is finally the inverse application of the project cost probability distribution; here, we are interested in X with P(Cost<X)=Y, where Y is given.

When we compare the scenarios, we see that AS2 and AS3 make use of a variable to allow customization. Therefore, they require the knowledge of the entire cost probability distribution, whereas AS1 requires only a single characterizing value of the distribution, the expectation value. As mentioned above, the study focuses on the transformation of the simulation input (i.e., consolidated expert estimations for the different influencing factors) into the data required in the different application scenarios. This is the transformation that was done till now by standard Monte Carlo sampling. The input is a matrix $D^{m,n}$ of estimates of $m$ different experts for $n$ different cost drivers (see Figure 4-1). The estimates themselves are triangular distributions that represent the expert opinion as well as the uncertainty in their answers [102]. The output for AS1 should be the (approximated) expected value; the output for AS2 and AS3 should be the (approximated) probability distribution for further calculations based on variable X or Y (see Figure 4-2, for example).
Based on this more detailed description of the problem and the application scenarios that should be considered, we derived the following research questions:

**RQ1:** Do feasible (in terms of calculation effort) analytical solutions exist to calculate data required in AS1, AS2, and AS3?

**RQ2:** If data cannot be calculated analytically, do stochastic solutions exist that calculate the data used in AS1, AS2, and AS3 more accurately and more efficiently than the standard Monte Carlo simulation approach?

**RQ3:** How high is the average accuracy and efficiency gained by choosing a certain simulation approach (e.g., Latin Hypercube) when compared with standard Monte Carlo sampling?
In the next section, we answer RQ1 and explain why we need stochastic approaches for AS2 and AS3. Then, Section 6 presents the adoption of stochastic approaches to the context of CoBRA® and explains the need to conduct an experiment to answer RQ2 and RQ3. The planning of the experiment, its execution, and its results are described in Section 7. Finally, Section 8 summarizes the answers to all research questions.

![Figure 4-3: Structure of chapter.](image)

### 5. ANALYTICAL APPROACHES

In the following, we show that the data that have to be provided in application scenario AS1 (i.e., expected project costs) can be calculated analytically. However, we also show that the analytical derivation of the cost probability distribution necessary in AS2 and AS3 is not feasible with respect to the calculation effort.

#### 5.1 Point Estimation

To calculate the expected value analytically, in a first step, we have to derive a mathematical representation of the cost overhead distribution $D$ described by the $D^{(m,n)}$ matrix. Having a distribution $D_{e,v}$ that represents a distribution provided by expert $e$ for the cost factor $v$, we obtain the following equation for distribution $D$:

\[
D = \sum_{v=1}^{n} D_v \quad \text{with} \quad D_v = \begin{cases} 
D_{1,v} \text{ with probability } \frac{1}{m} \\
D_{2,v} \text{ with probability } \frac{1}{m} \\
\vdots \\
D_{n,v} \text{ with probability } \frac{1}{m}
\end{cases}
\]

However, we are interested in the expected value (mean) $E$ of distribution $D$. Assuming the linearity of the expected value and a lack of correlation between $D_1, …, D_n$, we can derive the following equation:

\[
E(D) = \frac{1}{m} \sum_{e=1}^{m} \sum_{v=1}^{n} E(D_{e,v})
\]

After considering that $D_{e,v}$'s represent the expert estimations as triangular distributions in the form $\text{Triang}(a_{e,v}, b_{e,v}, c_{e,v})$, where $a$, $b$, and $c$ are the known minimum, most likely, and maximum cost overhead, we obtain:
Equation 5.1.3

\[ E(D) = \frac{1}{m} \sum_{i=1}^{m} \left( \frac{\sum_{i=1}^{n} a_{e,v} + b_{e,v} + c_{e,v}}{3} \right) \]

The derivation of an algorithm that implements Equation 5.1.3 is trivial. It delivers no error, because the results are calculated analytically. The asymptotical runtime of the analytical mean computation is \(O(m,n)\), the respective memory usage is \(O(1)\). In practice, computation on a 12x12 test matrix consists of 432 additions, which results in non-noticeable runtime of less than one millisecond on our test machine (desktop pc).

### 5.2 Distribution Computation

For AS2 and AS3, the density distribution \(D\) of the expert estimation matrix \(D^{(m,n)}\) is needed. In order to analytically determine a function \(D(x)\) that describes the density distribution, again, we can use the mathematical representation introduced in Equation 5.1.1. The need density function of \(D_i(x)\) can be computed using Equation 5.2.1, where \(D_{e,i}(x)\) is the density function of the single triangular distribution.

**Equation 5.2.1**

\[ D_{e,v}(x) = \frac{1}{m} \sum_{i=1}^{m} D_{e,v}(x) \]

But the next step would be the calculation of a sum of non-trivial probability functions (see Equation 5.1.1). The only analytical possibility to build a sum of non-trivial probability functions is to calculate their convolution [26]. In case of probability density function \(D\), this means to solve an \((n-1)\)-multiple integral equation (Equation 5.2.2).

**Equation 5.2.2**

\[ D(x) = \int_{y_1}^{y_2} D_1(x - y_1) \int_{y_2}^{y_3} D_2(y_1 - y_2) ... dy_n \]

This, however, is not a trivial task, especially for larger \(n\). In principle, the integral equation for given \(D_i\)'s and \(x\) might be computed using the Fast Fourier Transformation [32] or multidimensional Gaussian quadratures [98]. Yet, both approaches deliver only approximations instead of analytically proper (exact) results.

So, we cannot present an exact analytical approach to determining the probability density function for expert estimation matrix \(D^{(m,n)}\). Therefore, the next logical step is to take a look at Monte Carlo simulation and other competitive stochastic approaches.

### 6. STOCHASTIC APPROACHES

This section shows the adoption of two stochastic simulation approaches to the approximation of the cost overhead distribution as required in AS2 and AS3. The reason for choosing the first, standard Monte Carlo sampling (MC) is that it has been the approach applied in CoBRA® until now. In addition, it is the simplest simulation approach known and serves as a baseline for comparison with more sophisticated simulation approaches. The second approach, Latin Hypercube Sampling (LH), was chosen as best competitor based on the results of the literature research (see Section 3). We implemented LH in two variants with differences in runtime and required memory. In the final subsection, we explain why an experimental approach is needed to answer RQ2 and RQ3.

#### 6.1 The Monte Carlo Approach

For AS2 and AS3, the density distribution \(D\) of the expert estimation matrix \(D^{(m,n)}\) is needed. In order to obtain an approximation of \(D\) with the help of the standard MC, the algorithm follows the attempted sampling described in Section 2.2.1.
In the algorithm, we use the unbiased estimator as defined in Equation 6.1.1 to create samples of $D$ (Equation 5.1.1).

$$D(\omega) = \sum_{v=1}^{n} \sum_{e=1}^{m} \chi_e(\xi^{(m)}(\omega))D^{-1}_{e,v}(\xi^{(1)}(\omega))$$

$\xi^{(1)}(\omega)$ is an independent realization of the probability variable $\xi^{(1)}_v$ that is uniformly distributed on $[0,1)$, $\xi^{(m)}(\omega)$ is a realization of $\xi^{(m)}$ that is uniformly distributed over the set $\{1, \ldots, m\}$, $\chi_e$ is the characteristic function of $e$ (Equation 6.1.2), and $D^{-1}_{e,v}$ is the inverse distribution function of the triangular distribution $D_{e,v}$.

$$\chi_e(x) = \begin{cases} 1 & \text{if } x = e \\ 0 & \text{else} \end{cases}$$

This leads to the following algorithm in pseudo-code:

```plaintext
for i=0 to #Intervals : d[i] = 0;
for i=1 to z {
    sample = 0;
    for v=1 to n {
        sample +=
            $D^{-1} \[\text{random}([1, \ldots, m])][v][\text{random}([0,1])]
        
        s = \text{roundDown}(sample);
        d[s] = d[s]+1;
    }
    for i=0 to #Intervals : d[i] = d[i] / z;
}
return d;
```

Figure 6-1 MC sampling in pseudo-code

The asymptotical runtime for the MC sampling is $O(z \cdot n)$ for a $D^{(m,n)}$ matrix and $z$ iterations and the respective memory usage for the computation is $O(\#\text{intervals})$.

6.2 The Latin Hypercube Approach

In order to obtain the density distribution $D$ of the expert estimation matrix $D^{(m,n)}$ with the help of LH, we make use of sampling as described in Section 2.2.2. For the purpose of calculating $D$ (see Equation 5.1.1) with the LH approach, we first need an unbiased estimator $D(\omega)$ of $D$. The starting point for the development of such an estimator is the realization of $D(\omega)$ presented for MC (Equation 6.1.1).

If we expect that the number of iterations ($z$), according to the number of strata is a multiplication of the number of experts ($m$), then we can optimize Equation 6.1.1 by replacing the random variable $\xi^{(m)}$ and the chi function by $1/m$ (Equation 6.2.1). This is possible because, when stratified by $z$, $\xi^{(m)}$ delivers (remember $z$ is a multiplication of $m$) a sequence of exact values: $(z/m \cdot 1), (z/m \cdot 2), \ldots, (z/m \cdot m)$.

---

4 Under the assumption always valid in practice that $m$ as well as the number of intervals is less than $z$. 
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The stratification of the remaining random variable \( D_{e,v} \), which is required for implementing an LH algorithm (see Section 2.2.2), is quite simple because we can construct a random number generator with the help of the inversion method for \( D_{e,v} \) (triangular distribution) [102]. This means that the only random variables that must be stratified are the \( \xi_e^{(1)} \) \((v=1...n)\), which are uniformly distributed on the range [0,1]. In practice, this is done by replacing \( \xi_e^{(1)} \) by a random variable uniformly distributed between \([(\pi_v(i)-1)/z, \pi_v(i)/z]\):

\[
\psi_v(\omega, i) = \frac{\xi_e^{(1)}(\omega) + \pi(i) - 1}{z}
\]

where \( i \) is the current iteration, \( z \) the total number of iterations, and \( \pi_v \) represents random permutation over the elements \( 1...z \).

This way, we get the following estimator (Equation 6.2.3), which can be further optimized by removing \( 1/m \), the sum over \( m \), and replacing \( e \) with \((i \mod m) + 1\) (see Equation 6.2.4).

\[
\tilde{\xi}(\omega) = \frac{1}{z} \sum_{i=1}^{z} \sum_{v=1}^{n} \frac{1}{m} D_{e,v}^{-1} \xi_e^{(1)}(\omega) + \pi(i) - 1
\]

\[
\tilde{\xi}(\omega) = \frac{1}{z} \sum_{i=1}^{z} \sum_{v=1}^{n} D_{(i \mod m) + 1,v}^{-1} \xi_e^{(1)}(\omega) + \pi(i) - 1
\]

The problem with implementing an estimator defined in such a way is that we need \( n \) independent permutations \( p[v] \), where each \( p[v]/i \) has the probability of \( 1/z \) of being equal to \( c \in \{1,...,z\} \) (*).

We have implemented two algorithms that solve this problem in different ways. The first one, LH (Figure 6-2 (a)), randomly chooses \( c \) from the figures \( 1...z \) for each variable \( v \) in each iteration \( i \). If the figure is flagged as having been chosen in an earlier iteration, a new figure is chosen; else the figure is used and flagged.

For a \( D^{m,n} \) matrix and \( z \) iterations\(^5\), the asymptotical runtime of the LH sampling algorithm is \( O(z^2 \cdot n) \), and memory usage for the computation is \( O(z \cdot n) \).

\(^5\) On the basis of the assumption always valid in practice that \( m \) as well as number of intervals are less than \( z^2 \).
for i=0 to #Intervals : d[i] = 0;
for i=1 to n {
    p[v][i] = i;
}
for i=1 to z {
    c = random(1,...,z);
    d = p[v][i];
    p[v][i] = p[v][c];
    p[v][c] = d;
}
for i=1 to z {
    sample += D[i mod m][v]( (random ([0,1])+p[v][i]-1)/z )
}
s = roundDown(sample);
d[s] = d[s]+1;
for i=0 to #Intervals : d[i] = d[i] / z;
return d

for i=0 to #Intervals : d[i] = 0;
for v=1 to n {
    for i=1 to z {
        c = random(0,...,z);
        while p[v][c] == 1 do p[v][c mod z +1] = 1;
        p[v][c] == 1;
        sample += D[i mod m][v]({random ([0,...,1])+c-1}/z)
        s = roundDown(sample);
        d[s] = d[s]+1;
    }
    for i=0 to #Intervals : d[i] = d[i] / z;
    return d

(a) (b)

Figure 6-2 sampling in pseudo-code: (a) LH, (b) LHRO

The second algorithm, LHRO (Figure 6-2 (b)), represents a runtime-optimized (RO) version. It creates all needed permutations \( p[v] \) before the sampling part of the algorithm starts and any iteration is executed. To do this, it permutes for each variable \( v \) all numbers from \( 1,\ldots,z \) at random and stores the result. The proof that the permutations obtained satisfy (*) is a simple induction over \( z \).

Computational complexities of the LHRO for a \( D^{(m,n)} \) matrix and \( z \) iterations\(^6\) are asymptotical runtime of \( O(zn) \), and memory usage of \( O(zn) \).

Please note that although both algorithms store \( O(zn) \) values, their actual storage differs in that LH stores \( zn \) flags (one bit each) and LHRO stores \( zn \) integers (32 bits each).

6.3 Comparison of Stochastic Algorithms

When considering the MC and LH algorithms, we are unable to determine accuracy and efficiency regarding AS2 and AS3 based merely on theoretical considerations; neither can we say which one is more accurate or which one is more efficient in our context.

This is because we are not aware of any possibility to show that the errors of the algorithms based on the LH approach are lower for typical expert estimation matrices in CoBRA\(^*\) application. Especially, we do not know, if the LH error is lower, to which extent it is lower compared with the error of MC.

---

\(^6\) On the basis of the assumption always valid in practice that \( m \) as well as \#intervals are less than \( z \).
Additionally, if considering efficiency, for example as runtime efficiency, we have to execute the algorithms to measure the runtime. The runtime depends, among other things, on the chosen implementation language and execution environment and cannot be calculated theoretically only based merely on the pseudo-code representations.

But most notably, MC and LH are stochastic approaches, since their results suffer from a different degree of error, which not only depends on input data and number of iterations, but also on pure randomness. The same statement is true for the runtime. Therefore, in order to draw reliable conclusions regarding RQ2 and RQ3, we conduct an experiment where we compare the different approaches/algorithms in a typical CoBRA® application context.

7. EXPERIMENTAL STUDY

7.1 Experimental Planning

During experimental planning, we first define the constructs, accuracy, and efficiency we want to measure and use for comparing the sampling approaches. Next, we describe the independent and dependent variables relevant for our experiment and set up some hypotheses to answer RQ2. Then we present the experimental design we use to check our hypothesis and answer RQ2 and RQ3.

7.1.1 Construct: Accuracy

In order to quantify the accuracy and efficiency of the simulation techniques evaluated in the study, appropriate metrics had to be defined first. In this section, we start with the quantification of the accuracy construct. The next section deals with the accuracy-dependent efficiency construct.

Following the goal question metric paradigm [3], we had to consider the object of the study (i.e., the simulation methods), the purpose (i.e., characterization and comparison), the quality focus (accuracy), the perspective (CoBRA® method user) and the context. Whereas most of them are straightforward to define in our setting, we can see that two different contexts exist, which are described by application scenarios AS2 and AS3 (see Section 4). AS1 is not relevant at this point because it is covered by the analytical solution presented in the previous section.

But before we derived an accuracy measure for each of the two application scenarios, we had to solve a general problem in our setting: In order to measure the accuracy of the simulation output, we need the expected output to perform some kind of compaction between actual and expected output. However, the computation of an analytic correct output distribution is not possible for a complex distribution within an acceptable period of time (see Section 5.2). So instead, we have to use an approximation with a known maximal error regarding applied measures. In the following, when we speak of reference data, we mean the approximation of expected output based on the approximated expected distribution (called reference distribution). We obtain our reference distribution by generating distributions with MC and LH algorithms and a very large number of iterations in order to get extremely high precision. The distributions obtained in this way were next compared to each other with respect to the same measures that were used in the experiment. The magnitude of obtained errors determined the upper limit of accuracy that can be measured in the experiment. It means that a derivation below the identified limit is practically not possible to observe and thus considered not to be significant.

We introduced two major types of error measure to compare the results of the sampling algorithms considered: Derivation over Cost Overhead (DoCO) and Derivation over Percentiles (DoP).

The DoCO measure has been designed to calculate the deviation between the sampled distribution and the reference distribution with respect to AS1, where we ask how probable it is to be below a certain
cost (overhead) limit X, more formally: \( P(X \leq CO) \). The DoCO value represents the derivation (absolute error) of \( P_S(X \leq CO) \) calculated for the sampled distribution from the expected \( P(X \leq CO) \), averaged over all meaningful CO values.

\[
\text{DoCO} = \frac{1}{(\max CO - \min CO)} \times \sum_{\min CO}^{\max CO - 1} | P_S(X < co) - P_R(X < co) |
\]

where:

\( \max CO \) = max \{maximum cost overhead of \( D_S \) with probability greater than 0, maximum cost overhead of \( D_R \) with probability greater than 0\}, and

\( \min CO \) = min \{minimum cost overhead of \( D_S \) with probability greater than 0, minimum cost overhead of \( D_R \) with probability greater than 0\}.

\( P_S(X < co) \) returns the accumulated probability of the sampled distribution for all cost overhead values less than \( co \), and

\( P_R(X < co) \) returns the accumulated probability for the reference distribution for all cost overhead values less than \( co \).

This measure is meant to give more importance to errors spread over a wider range of the distribution than to errors that have “local” impact on a narrow range of the distribution. This property of DoCO is important because narrow local errors appear less frequently when determining the probability for a given cost overhead interval. Consider, for example, the last two intervals in Figure 7-1. The deviations between sampled and reference distributions (error) in each of the two intervals have the same magnitude but opposite signs, so that they compensate each other (total error over both intervals is equal to zero). Therefore, considering any larger interval that contains both or none of them would not be affected by derivations (errors) measured separately for each interval. Furthermore, DoCO has the advantage of being independent of errors caused by the data model because it uses the same interval boundaries as the data model, whole numbers of cost overhead unit (short, %CO).

\[
\text{Figure 7-1: Probabilities of cost overhead values of sampled and reference distribution}
\]

The DoP (Derivation over Percentiles) measures were derived from the practice described in AS3: For instance, we might want to estimate the software cost (or cost overhead) that has a certain probability of not being exceeded. More formally, we search for the cost overhead (CO) value with a certain probability \( P(X \leq CO) = p/100 \) associated to it, where \( p \in N, p \in [1, 99] \). With DoP we capture the average abso-
lute error over all percentiles' (Equation 7.1.2) as well as the maximum absolute error that is reached in a single percentile (Equation 7.1.3):

\[
\text{DoP}_{\text{abs}} = \frac{1}{99} \sum_{p=1}^{99} |CO_S(p) - CO_A(p)|
\]

\[
\text{DoP}_{\text{max}} = \max_{p=1}^{99} |CO_S(p) - CO_R(p)|
\]

where,

\(CO_S(p)\) is the cost overhead value (CO\(S\)) with \(P_S(\text{X} \leq CO_S) = p/100\) and \(CO_R(p)\) is the cost overhead value (CO\(R\)) with \(P_R(\text{X} \leq CO_R) = p/100\), where

\(P_S(\text{X} \leq CO_S)\) is the accumulated probability of the sampled distribution for all cost overhead values less than or equal to \(CO_S\), and

\(P_R(\text{X} \leq CO_R)\) is the accumulated probability of the reference distribution for all cost overhead values less than or equal to \(CO_R\).

The disadvantage of DoP is that the data model we used to store the sampling data\(^8\) can theoretically cause an error of 0.5% in cost overhead (absolute error of 0.5). To explain this, let us consider two hypothetical distributions (Figure 7-2):

- A: \(P_A(\alpha-1 \%CO) = \infty\) (\(\alpha \in \mathbb{N}\)) and \(P_A(x) = 0\) for \(x \neq (\alpha-1 \%CO)\),
- B: \(P_B(\alpha-0 \%CO) = \infty\) and \(P_B(x) = 0\) for \(x \neq (\alpha-0 \%CO)\).

In our data model, both distributions have the same representation: \(P([0, 1 \%CO)) = 0, \ldots, P([\alpha-1 \%CO, \alpha \%CO)) = 1, P((\alpha \%CO, \alpha+1 \%CO)) = 0, \ldots\)

![Figure 7-2: Example of two distributions with the same sampling data, but different Mean(D\(R\)).](image)

Using the data from the data model, we would calculate for both distributions \(CO_A(1) = CO_B(1) = \ldots = CO_A(99) = CO_B(99)\), whereas in fact, distribution A should have \(CO_A(1) = \ldots = CO_A(99) = \alpha - 1 \%CO\)

---

\(^7\) The Percentile of a distribution of values is a number \(x_p\) such that a percentage \(p\) of the population values is less than or equal to \(x_p\). For example, the 25th percentile of a variable is a value \(x_{0.25}\) such that 25% \((p)\) of the values of the variable fall below that value.

\(^8\) To store the results of the cost overhead distribution sampling, we used a data model in which every distribution interval is represented by a numeric value. Each value represents the probability that a cost overhead value contained in the respective interval occurs. Each of the half-opened intervals covers the same range: one unit of cost overhead (1%CO). Intervals with a probability value of zero are redundant and need not be stored in the model.
and \( B_{CO}(1) = \ldots = B_{CO}(99) = \alpha \%CO \). Therefore, in the worst case, the minimal error of the DoP measures that can be reached is 0.5 of the cost overhead unit (i.e., 0.5%CO).

With the understanding of derivation (error) being the opposite of accuracy, we define accuracy of the output as the inverse of the measured derivation regarding AS2: Accuracy = \((DoCO)^{-1}\).

We used DoCO and not DoP to calculate accuracy because DoCO is, contrary to the DoP measures, independent of the imprecision of the sampling data model and therefore allows higher accuracy concerning the calculated derivation.

### 7.1.2 Construct: Efficiency

From the perspective of the CoBRA\textsuperscript{®} method user, who wants to perform cost estimation or cost risk analysis, the accuracy of the result and the computation effort needed are the key factors that define efficiency. Therefore, following the goal/question/metric paradigm, efficiency is considered as accuracy per computation effort.

On the one hand, we can define computation effort as a measure of computational expense, measured by the number of executed iterations\(^9\); on the other hand, we can define computation effort as the execution time of the simulation algorithm in a typical execution environment, measured in milliseconds. Here, the number of iterations is independent of the development language and execution environment; measuring the execution time takes into consideration that the runtime of a single iteration can be different in different simulation approaches. Therefore, we defined two efficiency measures: accuracy per iteration (A/I) and accuracy per millisecond (A/ms).

**Equation 7.1.4**

\[
A/I(D_s) = \frac{(DoCO_{abs})^{-1}}{\# \text{Iterations}}
\]

**Equation 7.1.5**

\[
A/ms(D_{abs}) = \frac{(DoCO_{abs})^{-1}}{\text{execution time}}
\]

where \#Iterations is the number of iterations performed and execution time is the runtime of the algorithm in milliseconds.

### 7.1.3 Independent and Dependent Variables

The variables that are controlled in this experiment (independent variables) are the chosen simulation algorithm, the number of iterations executed, the execution environment, as well as the simulation input (i.e., the matrix with the expert estimations). We control these variables, because we expect that they influence the measured direct dependent variables we are interested in: the simulation result (i.e., the sampled cost overhead distribution) and the execution time of the simulation algorithm. Based on the sampled distribution, we can calculate the derivation regarding the reference distribution (error) with the DoCO and DoP measures, and with our accuracy definition being based on DoCO. Knowing the accuracy, we can calculate efficiency regarding the number of iterations as well as regarding the required runtime. Therefore, our indirect dependent variables are derivation over cost overhead (DoCO), derivation over percentiles (DoP), accuracy, accuracy per iteration (A/I), and accuracy per millisecond (A/ms).

---

\(^9\) The simulation consists of many recalculation cycles, so-called iterations. In each iteration, cost overhead values from triangular distributions across all cost drivers are sampled and used to calculate one possible total cost overhead value (according to the CoBRA\textsuperscript{®} causal model).
Based on the previous definition of variables and the research questions stated in Section 4, we have the following hypotheses and corresponding 0-hypotheses (which we want to reject):

- **H₀**: The LH approach provides less or equally accurate results (regarding DoCO) than the standard MC approach applied with the same number of iterations (≥10,000).

- **H₀**: The LH approach is less efficient than or as efficient as (per performed iteration) the standard MC approach when running in the same execution environment and with the same number of iterations (≥10,000).

- **H₀**: The LH approach is more efficient (per millisecond of runtime) than the standard MC approach when running in the same execution environment and produces a result of the same accuracy (regarding DoCO). But this hy-
hypothesis would be hard to investigate, since receiving enough LH and MC data points with the same result accuracy would be very difficult.

7.1.5 Experimental Design

The experimental design is based on the previously stated hypotheses and on the defined dependent and independent variables. In the following, subjects and objects involved in the experiment are presented; then, the chosen experiment design and statistical tests for checking the stated hypotheses are described.

Subjects: In our setting, the methods that should be compared to each other are performed by a computer since they are algorithms; consequently, there exist no subjects in the narrow sense. But following the statistical theory used in experimentation, the randomness (\(\omega\)) required in the algorithms, visible as different instantiations of a random variable, and leading to different outcomes, can be seen as a ‘perfect subject’. Perfect, because it is representative (perfectly random-sampled from the totality), available without any noticeable effort (simply generated by a computer as a set of pseudo-random numbers), and really independent of any other ‘subject’.

Object: In order to get a representative study object for the context of cost estimation (i.e., realistic simulation algorithms input), we decided to use data from a real CoBRA® project. For that purpose, we employed data gained during the most recent industrial application of the CoBRA® method, which took place in the context of a large Japanese software organization [98]. The input data consisted of measurement data (size, effort) and experts’ assessments (cost drivers, effort multipliers) collected across 16 software projects. The resulting simulation input was a 12x12-triangular distribution matrix, where the 144 triangular distributions represent estimates provided by twelve experts for twelve cost drivers. This matrix size is at the upper level when compared to other CoBRA® projects known to the authors.

Since the computer can generate without noticeable effort any number of pseudo-random numbers, we have as many ‘subjects’ as we need. Therefore, we decided to conduct a multi-test within object study (i.e., we have multiple subjects, but only one object), where each subject (as a concrete instantiation of used random variables) is used only in one test, which means we have a fully randomized design. The factor whose influence should be observed is the chosen simulation algorithm with the three treatments: standard Monte Carlo (MC), Latin Hypercube (LH), and Latin Hypercube Runtime Optimized (LHRO). Since the number of iterations influenced the measured dependent variables accuracy and execution time, we chose a block design with 6 blocks with respect to the number of iterations performed: 10k,
40k, 160k, 640k, 2.56M, and 10.24M. Per treatment and block, 3 tests were performed and the median regarding the used derivation measure was selected. This was done to avoid outliers with respect to measured dependent variables (DoCO, DoP); the median was chosen because it is more robust than the mean.

<table>
<thead>
<tr>
<th>Iterations</th>
<th>Simulation Algorithms</th>
</tr>
</thead>
<tbody>
<tr>
<td>10,240,000</td>
<td>1,2,3</td>
</tr>
<tr>
<td>2,560,000</td>
<td>10,11,12, 13,14,15</td>
</tr>
<tr>
<td>640,000</td>
<td>19,20,21, 22,23,24</td>
</tr>
<tr>
<td>160,000</td>
<td>28,29,30, 31,32,33</td>
</tr>
<tr>
<td>40,000</td>
<td>37,38,39, 40,41,42</td>
</tr>
<tr>
<td>10,000</td>
<td>46,47,48, 49,50,51</td>
</tr>
</tbody>
</table>

Table 7-1 Block design: Distribution of tests over simulation algorithm and number of iterations

To confirm our hypothesis, we conducted one-sided Sign Tests between the MC and both LH approaches for each of the presented hypotheses. In addition, we performed one-sided paired t-Tests on the normalized DOCO values (i.e., inverse accuracy) to provide evidence of the accuracy improvement by LH (H_A). The stricter t-Test is possible at this point, since we consider simulation errors (which can be assumed to follow a normal distribution).

7.2 Experimental Operation

The experiment was conducted as prescribed in the experiment design. The investigated simulation algorithms were implemented in Java within the existing CoBRA® software tool. Tests were performed on a Desktop PC with Windows XP (SP2), AMD AthlonXP3000+ and 1GB DDR-RAM.

For each trial, we let our test system compute the approximated distributions and stored them for further analyses. In addition, the simulation runtime in milliseconds was kept. Problems that occurred during operation were that tests 4 to 6 could not be performed due to extreme computation time (we stopped after one hour) and tests 7 to 9 as well as tests 16 to 18 were not performable due to stack overflows (memory problem).

The resulting distributions were used to calculate the corresponding DOCO and DOP values, ending up with the following tuple for each block of our test design (triple of tests):

- Median DoCO, corresponding simulation runtime
- Median DoP_{abs}, corresponding simulation runtime
- Median DoP_{max}, corresponding simulation runtime

The first kind of tuple was then used to get the needed accuracy (A) and efficiency values (A/I, A/ms) for each block.

---

10 DOCO values are normalized by multiplying them with the square of iterations performed (i.e., the expected reduction of derivation).
7.3 Experimental Results

In this section, we present and discuss the results of our experiment. We check the stated hypotheses and compare the simulation approaches regarding accuracy and efficiency. The algorithms considered are the previously introduced standard Monte Carlo sampling (MC), Latin Hypercube sampling (LH), and the runtime optimized version of Latin Hypercube sampling (LHPO).

7.3.1 Accuracy of Simulation Algorithms

First, we look at the accuracy of the simulation approaches, more precisely at the derivation over cost overhead (DoCO) as inverse accuracy. In addition, we preset the derivation over percentiles results (DoP). Even if they are not used to calculate and compare the accuracy of the algorithms, they give some hints about the magnitude of the expected error when applying the different approaches.

<table>
<thead>
<tr>
<th>Iterations</th>
<th>MC</th>
<th>LH</th>
<th>LHRO</th>
</tr>
</thead>
<tbody>
<tr>
<td>10,240,000</td>
<td>3.69E-05</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2,560,000</td>
<td>8.13E-05</td>
<td>5.50E-05</td>
<td>-</td>
</tr>
<tr>
<td>640,000</td>
<td>2.19E-04</td>
<td>1.36E-04</td>
<td>1.75E-04</td>
</tr>
<tr>
<td>160,000</td>
<td>4.17E-04</td>
<td>2.66E-04</td>
<td>1.81E-04</td>
</tr>
<tr>
<td>40,000</td>
<td>8.61E-04</td>
<td>4.97E-04</td>
<td>4.92E-04</td>
</tr>
<tr>
<td>10,000</td>
<td>1.77E-03</td>
<td>1.11E-03</td>
<td>1.42E-03</td>
</tr>
</tbody>
</table>

Table 7-2 Comparison of derivation over cost overhead

<table>
<thead>
<tr>
<th>Iterations</th>
<th>MC</th>
<th>LH</th>
<th>LHRO</th>
</tr>
</thead>
<tbody>
<tr>
<td>10,240,000</td>
<td>2.34E-02</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2,560,000</td>
<td>3.85E-02</td>
<td>3.31E-02</td>
<td>-</td>
</tr>
<tr>
<td>640,000</td>
<td>2.84E-01</td>
<td>9.42E-02</td>
<td>1.04E-01</td>
</tr>
<tr>
<td>160,000</td>
<td>1.49E-01</td>
<td>2.07E-01</td>
<td>1.03E-01</td>
</tr>
<tr>
<td>40,000</td>
<td>6.55E-01</td>
<td>2.34E-01</td>
<td>2.93E-01</td>
</tr>
<tr>
<td>10,000</td>
<td>6.73E-01</td>
<td>5.62E-01</td>
<td>8.82E-01</td>
</tr>
</tbody>
</table>

Table 7-3 Comparison of average derivation over percentiles

<table>
<thead>
<tr>
<th>Iterations</th>
<th>MC</th>
<th>LH</th>
<th>LHRO</th>
</tr>
</thead>
<tbody>
<tr>
<td>10,240,000</td>
<td>7.09E-02</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2,560,000</td>
<td>4.03E-01</td>
<td>2.15E-01</td>
<td>-</td>
</tr>
<tr>
<td>640,000</td>
<td>4.90E-01</td>
<td>7.09E-01</td>
<td>8.56E-01</td>
</tr>
<tr>
<td>160,000</td>
<td>5.21E-01</td>
<td>6.28E-01</td>
<td>5.19E-01</td>
</tr>
</tbody>
</table>
Table 7-4 Comparison of maximum derivation over percentiles

<table>
<thead>
<tr>
<th>Percentile</th>
<th>LH</th>
<th>LHRO</th>
</tr>
</thead>
<tbody>
<tr>
<td>40,000</td>
<td>1.22E+00</td>
<td>1.95E+00</td>
</tr>
<tr>
<td>10,000</td>
<td>4.09E+00</td>
<td>2.36E+00</td>
</tr>
</tbody>
</table>

Discussion: Considering Table 7-2, one can see that both the LH and the LHRO algorithms have comparable accuracy (regarding DoCO) for a given number of iterations. This is not surprising because both are based on the general LH sampling approach and both differ only with respect to the way they were implemented. The LH algorithms outperform the MC algorithm in accuracy in any given number of iterations. The relative accuracy gain with respect to MC varies for LH (mean 0.60) and LHPO (mean 0.63) around 0.6; this means a 60% improvement of accuracy of LH approaches over MC. The number of iterations seems to have no noticeable influence on this.

Hypothesis testing: We check our hypothesis $H_A$ with a sign test and can reject the null hypothesis at an $\alpha$ level of .05 for LH; performing a paired student’s t-test on normalized DoCO values, we can reject the null hypothesis for both implementations, LH and LHRO. Therefore, we can conclude that the LH approach delivers better results than the standard MC approach in the context of our application scenario and the range of 10,000 to 2,560,000 iterations.

Table 7-5 Test results regarding hypothesis $H_A$

<table>
<thead>
<tr>
<th>Hypothesis $H_A$</th>
<th>LH</th>
<th>LHRO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sign test</td>
<td>$p = 0.031$</td>
<td>$p = 0.063$</td>
</tr>
<tr>
<td>Paired Student’s t-test</td>
<td>$p &gt; 0.001$</td>
<td>$p = 0.027$</td>
</tr>
</tbody>
</table>

7.3.2 Efficiency of Simulation Algorithms

After we considered the accuracy of the different algorithms, we next looked at their efficiency.

Table 7-6 Comparison accuracy: per iteration (A/I) and per millisecond (A/ms)

<table>
<thead>
<tr>
<th>Iterations</th>
<th>MC</th>
<th>A/I</th>
<th>LH</th>
<th>A/I</th>
<th>LHRO</th>
<th>A/I</th>
<th>MC</th>
<th>A/ms</th>
<th>LH</th>
<th>A/ms</th>
<th>LHRO</th>
<th>A/ms</th>
</tr>
</thead>
<tbody>
<tr>
<td>10,240,000</td>
<td>2.65E-03</td>
<td>-</td>
<td>-</td>
<td>5.50E-01</td>
<td>-</td>
<td>-</td>
<td>5.50E-01</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>2,560,000</td>
<td>4.80E-03</td>
<td>7.10E-03</td>
<td>-</td>
<td>9.99E-01</td>
<td>3.48E-02</td>
<td>-</td>
<td>9.99E-01</td>
<td>3.48E-02</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>640,000</td>
<td>7.14E-03</td>
<td>1.15E-02</td>
<td>8.94E-03</td>
<td>1.46E+00</td>
<td>1.06E-01</td>
<td>1.07E+00</td>
<td>1.46E+00</td>
<td>1.06E-01</td>
<td>1.07E+00</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>160,000</td>
<td>1.50E-02</td>
<td>2.35E-02</td>
<td>3.45E-02</td>
<td>3.12E+00</td>
<td>3.86E-01</td>
<td>4.17E+00</td>
<td>3.12E+00</td>
<td>3.86E-01</td>
<td>4.17E+00</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>40,000</td>
<td>2.90E-02</td>
<td>5.03E-02</td>
<td>5.08E-02</td>
<td>6.21E+00</td>
<td>1.03E+00</td>
<td>4.20E+00</td>
<td>6.21E+00</td>
<td>1.03E+00</td>
<td>4.20E+00</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>10,000</td>
<td>5.66E-02</td>
<td>9.02E-02</td>
<td>7.03E-02</td>
<td>1.21E+01</td>
<td>4.44E+00</td>
<td>1.50E+01</td>
<td>1.21E+01</td>
<td>4.44E+00</td>
<td>1.50E+01</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Discussion: The efficiency index accuracy per iteration shows that the LH algorithms outperform the MC algorithm. The relative accuracy per iteration gain shows the same picture as the accuracy improvement calculated for LH (mean 0.60) and LHPO (mean 0.63). This means around 60% improved A/I of the LH approaches over MC. An interesting aspect, which we can observe in Table 7-6, is that I/A decreases at the factor 2 when the number of iterations is quadrupled by any of the three sampling
approaches. Thus, it can be concluded that the DoCO error decreases for all algorithms at the rate of $\Theta(\text{#iterations}^{-1/2})$, confirming our expectation based on our theoretical results (Equation 7.4.10).

The picture changes when looking at Table 7-6, which presents the accuracy per millisecond results (A/ms). The accuracy-per-iteration advantage of the LH approaches is leveled down by the additional effort for creating the needed random and independent permutations. The precision per millisecond values of the MC and the LHRO algorithms at a given number of iterations are comparable, so that the performance of both algorithms for a given number of iterations can be considered as being nearly equivalent. Both LHRO and MC outperform the LH algorithm that uses (in contrast to the LHRO) a runtime-consuming (yet memory-saving) method to create the permutations. The higher the number of iterations, the higher the gap between the A/ms value of the LH algorithm and the other algorithms. For 10,000 iterations, the A/ms efficiency of the LH algorithm is 2.7 times worse; for 2,560,000 iterations, the efficiency is worse by the factor 28.

Our conclusion that the A/ms performance of the MC and LHRO algorithm is nearly equivalent is true only if comparing them with regard to the same number of iterations. Nevertheless, for the same number of iterations, the LHRO algorithm delivers a higher accuracy than the MC algorithm. For example, the accuracy of the LHRO algorithm with 160,000 iterations is nearly equal to the accuracy of the MC algorithm with 640,000 iterations, but when comparing the corresponding A/ms values, the efficiency of the LHRO algorithm is almost twice as good. The problem is that a statistical test to prove this conclusion cannot be provided because we would need comparison data with equal accuracy for all algorithms and such data are difficult to obtain.

In order to perform a nondiscriminatory comparison between the performance of the MC and LHPO approach with respect to runtime in ms (A/ms), they have to be compared on the same level of accuracy. Because we do not have the data for MC and LHPO on the same accuracy level, the relation between the number of iterations and the achieved accuracy is considered (Figure 7-5). For MC, there seems to be a linear relationship between the square root of the number of iterations and the achieved accuracy. A linear regression through the origin results in the following equation with an $r^2$ value of more than 0.999:

$$A_{MC} = 5.7658 \cdot \sqrt{z}$$

Using Equation 7.1.3, the number of iterations (z) that MC requires to reach the accuracy of the LHPO executions at 640,000, 160,000, 40,000, and 10,000 iterations can be calculated. The results are 982,189, 918,150, 124,263, and 14,917 iterations. Additionally, a linear relationship between the number of iterations and the runtime of the implemented algorithm can be recognized for the implemented MC algorithm ($r^2>0.999$). Therefore, the runtime of MC can be calculated for 982,189, 918,150, 124,263, and 14,917 iterations (i.e., for the number of iterations MC requires to reach the same accuracy as LHPO at 640,000, 160,000, 40,000, and 10,000 iterations). Comparing these runtimes with corresponding runtimes of LHPO shows an average reduction of runtime through LHPO of ~30%, equivalent to the efficiency (A/ms) improvement of ~77% (mean).
**Figure 7-5: Relationship between Accuracy and Number of Iterations**

*Hypothesis testing:* We checked our hypotheses $H_B$ and $H_C$ with a sign test at an $\alpha$ level of .05, but we could only reject $H_{B0}$ for LH. Therefore, based on the limited number of data points, we can only conclude that the LH approach is more efficient regarding the number of iterations (A/I).

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>LH</th>
<th>LHRO</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_B$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sign test</td>
<td>$p = 0.031$</td>
<td>$p = 0.063$</td>
</tr>
<tr>
<td>$H_C$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sign test</td>
<td>$p = 0.969$</td>
<td>$p = 0.500$</td>
</tr>
</tbody>
</table>

Table 7-7 Test results regarding hypotheses $H_B$ and $H_C$

### 7.4 Validity Discussion

First, we discuss typical threats to validity that are relevant for our experiment. Next, we present upper bound estimation for average simulation error with respect to application scenario AS2 (DoCO) and the dependent accuracy measure.

#### 7.4.1 Threats to Validity

In this section, we consider possible threats to validity based on the experiment design and its operation. We present them in the categories proposed by Wohlin et al. [106]: First, conclusion validity, which concerns the problem of drawing a wrong conclusion from the experiment outcome; then we look at internal validity, which is threatened by uncontrolled influences distorting the results. Next, construct validity is addressed (“Do we measure what we propose to measure?”), and finally, external validity is regarded, which describes how well results can be generalized beyond our experimental setting.
Conclusion validity:
- The sign test, which is primarily used in our experiment, is one of the most robust tests. It makes no assumption beyond those stated in \( H_0 \). The paired student t-test is only used when comparing normalized simulation errors that can be assumed to be normally distributed.
- One problem is the low statistical power of the sign tests that results from the low number of pairs that could be compared. When testing LHRO against MC, for example, we could compare only four instead of the expected six pairs, since we were not able to execute tests 7, 8, 9, 16, 17, and 18, which result in stack overflows due to their memory requirements.

Internal validity:
- The chosen implementation in Java and the execution environment influence the runtime of the algorithms. Therefore, other implementations executed in different environments can result in different runtime and thus efficiency. To keep the results of different algorithms and iteration numbers comparable, all algorithms are implemented in the same programming language and executed on the same system. But we cannot assure that each algorithm is implemented in the most runtime-efficient way possible.
- The measures derived for AS3 (DoP) suffer from measurement inaccuracy as a result of the data model. Therefore, the algorithms are compared based on the measure derived for AS2 (DoCO), which is independent of this bias.
- The used stochastic simulation algorithms have no deterministic result. Therefore, there is a minor but not dismissible possibility of getting a very unusual result if executing a simulation. In order to avoid the presence of such outliers in analyzed data, we execute three trails (i.e., tests) for each setting and take the median.
- The reference distribution applied to measure the accuracy of the simulation results is not the analytically correct output distribution. Instead, we have to use an approximation with a known error regarding applied measures. The reason is that computation of an analytically correct output distribution is not possible for a complex distribution within an acceptable period of time. For a more detailed discussion, see Section 7.1.

Construct validity:
- The chosen constructs that represent accuracy and efficiency are selected carefully and based on the understanding of accuracy and efficiency in typical application scenarios of cost estimation and cost risk analysis. But we provide no empirical evidence that this is true for the majority of users.

External validity:
- The number of experts and variables as well as the characteristics of input distributions can influence the accuracy and performance of the algorithm. These input data (represented by the distribution matrix) are different in different CoBRA\textsuperscript{®} application scenarios. We performed the experiment only for one set of input data; therefore, generalizability of results (i.e., representativity of input data) is an issue. To reduce this threat as much as possible, input data was taken from an actual industrial application. The input data have a complexity in the number of experts and variables at an upper, but not untypical, level compared with other known applications.
7.4.2 Analytical Considerations

As previously mentioned, based on theoretical considerations, we cannot decide whether LH is more accurate and efficient than MC in our context. But we can give a lower boundary for the expected accuracy (regarding DoCO) that is true for both MC and LH. Such a lower boundary for accuracy allows us, on the one hand, to perform a simple validity check on the measured accuracy values; on the other hand, it can increase the external validity of our experiment results.

To derive this lower boundary, we first consider the MC algorithm. When we look at a single individual interval $I_s$, it appears that for this interval, the algorithm does nothing else than estimate the result of the integral of the density function $D(x)$ over this interval (Equation 7.4.1) with the standard MC integration.

\[ I_s = \int_s^{s+1} D(x) \, dx \]

Since interval size is one (measured in percentage of cost overhead), $I_s$ delivers the average density of $D$ on the interval $[s,s+1]$. This is interesting because the error of the whole distribution can now be expressed with the help of the errors of the $I_s$ estimators $\eta_i$. Considering our algorithm (Figure 6-1), the estimation of $I_s$ is calculated as follows:

\[ E_s(z) = \frac{1}{z} \sum_{i=1}^{z} \eta_i, \text{with } \eta_i = \chi_{[s,s+1]}(D(\omega_i)) \]

$D(\omega_i)$ is the i-th independent realization of the random variable $D(\omega)$ with distribution $D$ and $\chi_{[s,s+1]}$ is the characteristic function for the interval $[s,s+1]$ (Equation 7.4.3).

\[ \chi_{[s,s+1]}(x) = \begin{cases} 1 & \text{if } x \in [s,s+1] \\ 0 & \text{else} \end{cases} \]

This estimator is unbiased, meaning $\lim_{z \to \infty} E_s(z) = I_s$. This is clear when we recall that the expected value is the ratio of $|D_S|$ to $|D|$, and that $|D| = 1$ ($D$ is a probability density distribution).

Now, in order to calculate the expected error for $z$ iterations with Equation 2.2.2, we need the standard deviation (or variance) of our estimator. Having the variance definition (Equation 7.4.4) and $E(\eta) = E(\eta^2) = I_s$, we derive upper bounds for estimator variance (Equation 7.4.5).

\[ V(\eta) = E(\eta^2) - E(\eta)^2 \]

\[ V(\eta) = I_s - I_s^2 \leq I_s \leq 1 \]

The expected error for $z$ iterations can be calculated with Equation 2.2.2 as follows (Equation 7.4.6):

\[ EAR_{Is} \leq \frac{\sqrt{I_s}}{\sqrt{z}} \]

Example: If we have an average value of 0.01 over the interval $[s,s+1]$ and run 10,000 iterations, we would get an EAR$_{Is}$ of $0.1/100 = 0.001$ (corresponding to a relative error of 10%).

In addition, Equation 7.4.6 can be used to provide a theoretical upper boundary estimation of Deviation over Cost Overhead (DoCO) measure (Equation 7.1.1). The term $|P_s(X < i) - P_n(X < i)|$
in the DoCO measure represents nothing else than the absolute derivation of the integral of distribution D over the interval \([0,i]\) \((I_i)\). Expressing \(I_i\) with the intervals over \([s,s+1]\) (Equation 7.4.7) and reusing Equation 7.4.6 allows us to obtain a final estimation of the expected error estimating \(I_i\) and DoCO value (Equation 7.4.8 and Equation 7.4.9 respectively), when executing \(z\) iterations.

\[
I_i = \sum_{s=0}^{i-1} \int_x^{x+1} D(x) \, dx = \sum_{s=0}^{i-1} I_s
\]

\[
EAR_{DP} \leq \frac{\sum_{s=0}^{i-1} I_s}{\sqrt{z}}
\]

\[
DoCO \leq \frac{1}{\sqrt{z \times \text{#Intervals}}} \times \sum_{i=1}^{\text{#Intervals}} \sqrt{\sum_{s=0}^{i-1} I_s}
\]

At a given number of iterations and intervals, DoCO becomes maximal if the double sum in Equation 7.4.9 becomes maximal. This, in turn, happens when \(I_1\) is 1 and all other \(I_s\) are equal to 0 (consider that the sum of all \(I_s = |D| = 1\)).

Equation 7.4.10 is a weak assessment, but it is sufficient for our purpose. A stronger assessment (dependent on \#Intervals) is possible regarding the exact variance of \(I_s\).

Example: If we sample a distribution \(D\) with MC and 10,000 iterations, we get an expected DoCO value of less than 0.01.

The expected error of the LH approach can be estimated with the same equations as those used by the standard MC approach. In particular, Equation 7.4.10 holds for the expected DoCO value. The reason is that the LH approach is a special case of the standard MC approach and converges at least as fast as the MC approach (see Section 2.2.2).

8. SUMMARY

In this chapter, we investigated the potential impact of simulation techniques on the estimation error of CoBRA®, as an exemplary cost estimation and cost risk analyzing method. This was done by deriving an analytical solution for point estimations and performing an experiment with industrial project data [98]. This experiment was necessary to compare the stochastic simulation approaches when applied to the sophisticated analysis of project costs. We could answer the question of whether there exist techniques that deliver more accurate results than simple Monte Carlo sampling or performing the simulation in a more efficient way. In addition, we present results regarding the magnitude of accuracy and efficiency improvement that can be reached through the use of Latin Hypercube as an alternative sampling technique. The summarizing presentation of results is structured according to the three detailed research questions (RQ) defined in Section 4 and the context of the three different application scenarios (AS); see Table 8-1.

With respect to RQ1, we showed in Section 5 that analytical mean computation (AS1) is possible and should be preferred over computation based on simulation. First of all, in contrast to stochastic ap-
approaches, the analytical approach provided repeatable and error-free results. Besides that, it has an extremely short runtime (<1ms), i.e., it has very low application costs, which makes the approach highly efficient. In that context (analytical approach is feasible and has excellent runtime), considering research questions RQ2 and RQ3 made no sense. Based on these results, the analytical computation of mean cost overhead should be employed within the CoBRA® method (and implemented by a tool supporting the method). Yet, we could not find a feasible analytical approach to compute the cost overhead distribution required in application scenarios AS2 and AS3. Thus, we had to sample the distribution with selected stochastic methods.

<table>
<thead>
<tr>
<th>Application Scenario</th>
<th>RQ1 Analytical feasibility</th>
<th>RQ2 Comparison: Accuracy &amp; Efficiency</th>
<th>RQ3 Magnitude of Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>AS1</td>
<td>Yes</td>
<td>Not relevant</td>
<td>Not relevant</td>
</tr>
<tr>
<td>AS2</td>
<td>No</td>
<td>H_{A0} rejected (accuracy A)</td>
<td>~ 60% accuracy (A)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>H_{B0} rejected (efficiency A/I)</td>
<td>and</td>
</tr>
<tr>
<td></td>
<td></td>
<td>H_{C0} not rejected (efficiency A/ms)</td>
<td>~ 77% efficiency (A/ms)</td>
</tr>
<tr>
<td>AS3</td>
<td>No</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

**Table 8-1 Answered research questions**

Since the measure derived to calculate the sampling error regarding the needs of AS3 suffers from inaccuracy based on the sampling data model, we calculated accuracy and efficiency only based on the error measure derived for AS2 (namely, DoCO). Therefore, we can answer RQ2 and RQ3 with certainty only for AS2.

Regarding RQ2, we can say that the Latin Hypercube (LH) algorithm and its performance-optimized version (LHRO) provide comparable accuracy for a given number of iterations. This is not surprising, since both are based on the same general sampling approach and practically differ only with respect to the way they were implemented. Yet, they outperform the Monte Carlo (MC) algorithm regarding accuracy at any number of iterations, which we proved with a sign test at a level .05 (H_A).

The LH algorithms present about 60% improvement in accuracy over MC on average, with respect to DoCO (RQ3). Moreover, the number of iterations does not seem to have a noticeable influence on the improvement rate.

In case of LH, however, high accuracy is achieved at the expense of lower performance (increased runtime) as compared to MC and LHRO. Already at 10,000 iterations, efficiency measured as accuracy per millisecond (A/ms) of LH differs by a factor of 2.7 and decreases with an increasing number of iterations. It seems that LHRO has a better efficiency regarding runtime (A/ms) than MC at a given level of accuracy (~77% estimated, based on 8 data points), but we could not prove this statistically, since the required data are difficult to obtain. The data for comparing the approaches at a given number of simulation runs are easier to obtain. However, the magnitude of accuracy improvement decreases with increasing accuracy, so an improvement at a given number of simulation runs could not be proven (H_C).

With respect to the number of simulation runs (i.e., iterations), LH has a better efficiency than MC, which could be proven by rejecting the corresponding null hypothesis (H_{B0}).
Summarizing, since the results of our experiment showed that LHRO has a statistically significant higher accuracy than the MC when employed within CoBRA® and seems to also have a higher efficiency regarding runtime compared to MC at the same level of accuracy, LHRO should be the preferred simulation technique to be employed within the CoBRA® method. We showed that with 640,000 iterations on the test PC in less than six seconds, the LHRO algorithm delivers more than sufficiently accurate results.

It is, however, necessary to stress that a simulation algorithm is only responsible for transforming CoBRA® input data (expert estimations) into model output (cost overhead distribution) and is practically independent of the quality of the input data. Although LHRO significantly improves sampling accuracy (60% increase) and efficiency (77% increase) compared to MC, its impact on the overall output of estimation strongly depends on the characteristics of the specific estimation method. For instance, the more sampling runs (e.g., for numerous input factors) are performed, the larger the gain in computational performance of the whole estimation method. Regarding the estimation accuracy, the error introduced by even the worst sampling algorithms considered here (<4.3%) is only a small fraction of the potential error caused by, for example, low quality of the input data, which in case of the CoBRA® method may easily exceed 100% [98]. Yet, considering that for valid data, CoBRA® is capable of providing estimates with less than 15% inaccuracy [98], the error introduced by the simulation technique alone may be considered significant. Therefore, we recommend LHRO as the preferable simulation technique for the CoBRA® method. Compared to MC, LHRO does not entail significant implementation overhead but may provide significant estimation precision and efficiency gains.

Based on the presented theoretical error estimations (especially Equation 7.4.6 and Equation 7.4.10) and confirmed by the experiment results, which reflect a typical application scenario of simulation for cost estimation purposes, the aforementioned conclusions might, in practice, be generalized on any cost estimation method employing simulation. Specific gains in accuracy and performance depend, however, on the number of simulation runs and operations performed on the sampling output (e.g., multiplying sampling outputs may multiply overall error). Moreover, the contribution of the simulation error to the overall estimation inaccuracy depends on the magnitude of error originating from other sources such as invalid estimation (and thus sampling) inputs. In practice, for instance, the quality and adequacy of input data proved, over the years and over various estimation methods, to have a large impact on prediction quality [86]. Therefore, one of the essential method acceptance criteria should be the extent to which a certain estimation method copes with potentially sparse and messy data.

Summarizing, selecting the LHRO simulation technique instead of the traditionally acknowledged MC may provide non-ignorable effort estimation accuracy and performance gains at no additional overhead. The relative estimation improvement depends, however, on the magnitude of other estimation errors. In practice, inadequate, redundant, incomplete, and inconsistent estimation inputs are still responsible for most of the loss in estimation performance (accuracy, precision, efficiency, etc.) Therefore, one of the essential method acceptance criteria should be the extent to which a certain estimation method copes with potentially sparse and messy data. In addition to efforts spent on improving the quality of data (both measurements and experts' assessments), future research should focus on a method that can handle low-quality data and support software practitioners in building appropriate, goal-oriented measurement programs. One direction of work might be, as already proposed in [98], a framework that combines expert- and data-based approaches to iteratively build a transparent effort model. The framework proposes additional quantitative methods to support experts in achieving more accurate assessments as well as to validate available measurement input data and underlying processes. Successful results of the initial validation of the proposed approach presented in [98] are very promising.
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